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Chapter 10
Analysis of Variance

Introduction

Analysis of variance is a technique for exploring the variation of
a continuous response variable (dependent variable). The response
variable is measured at different levels of one or more classification
variables (independent variables). The variation in the response due
to the classification variables is computed, and you can test this vari-
ation against the residual error to determine the significance of the
classification effects.

Figure 10.1. Analysis of Variance Menu

The Analyst Application provides several types of analyses of vari-
ance (ANOVA). The One-Way ANOVA task compares the means
of the response variable over the groups defined by a single classi-
fication variable. See the section “One-Way Analysis of Variance”
beginning on page 209 for more information.
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The Nonparametric One-Way ANOVA task performs tests for loca-
tion and scale differences over the groups defined by a single clas-
sification variable. Eight nonparametric tests are offered. See the
section “Nonparametric One-Way Analysis of Variance” beginning
on page 215 for more information.

The Factorial ANOVA task compares the means of the response vari-
able over the groups defined by one or more classification variables.
This type of analysis is useful when you have multiple ways of clas-
sifying the response values. See the “Factorial Analysis of Variance”
section beginning on page 219 for more information.

The Linear Models task enables you to compare means and explain
variation when you have a model that includes classification vari-
ables, quantitative variables, or both (such as in an analysis of co-
variance). See the “Linear Models” section beginning on page 224
for more information.

You can use the Repeated Measures task when you have multiple
measurements of the response variable for the same experimental
unit over different times or conditions or when the response values
are assumed to be correlated within certain groups. For detailed in-
formation, see Chapter 16, “Repeated Measures.”

The Mixed Models task enables you to fit basic mixed models. A
mixed model is a linear model that contains both fixed effects and
random effects. For detailed information, see Chapter 15, “Mixed
Models.”

The examples in this chapter demonstrate how you can use the An-
alyst Application to perform one-way and factorial ANOVA as well
as to fit the linear model.

The Air Quality Data Set
The data set used in the following examples contains measurements
on air quality recorded in an industrial valley. The measurements are
taken hourly for a period of one week.
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The first variable in the data setAir is a SAS datetime variable (date-
time) that contains the date and the time of day on which the obser-
vation was taken. The data set contains two additional time-related
variables related todatetime that record the day of the week (day)
and the hour of the day (hour).

The variables measuring air quality areco (carbon monoxide),o3
(ozone),so4 (sulfate),no (nitrous oxide), anddust (particulates).
The final variable provided iswind, which gives the wind speed in
knots.

Open the Air Data Set
The data are provided in the Analyst Sample Library. To access this
Analyst sample data set, follow these steps:

1. SelectTools! Sample Data: : :

2. SelectAir.

3. Click OK to create the sample data set in yourSasuser di-
rectory.

4. SelectFile! Open By SAS Name: : :

5. SelectSasuser from the list ofLibraries .

6. SelectAir from the list of members.

7. Click OK to bring theAir data set into the data table.

Create a New Variable
To perform the analyses in the following examples, you need to cre-
ate a new variable to represent the factory workshift periods. The
new character variable,shift, recodes the variablehour into three
factory workshift periods. For information on recoding ranges and
computing variables, see the section “Recoding Ranges” on page 36
in Chapter 2.

Figure 10.2 displays the Recoding Ranges Information dialog. Enter
the information to create the new variable as shown in Figure 10.2.
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Figure 10.2. Recoding Ranges Information: Defining the New
Variable

Click OK to display the Recoding Ranges dialog (Figure 10.3). To
define the values for the new variable,shift, enter the values as
shown in Figure 10.3.

Figure 10.3. Recoding Ranges: Defining the Values for the New
Variable

The values of the new variableshift are as follows: ‘early’ corre-
sponds to the hours between 0 and 8 (from midnight until 8 a.m.),
‘daytime’ corresponds to the hours between 8 and 16 (from 8 a.m.
until 4 p.m.), and ‘late’ corresponds to the hours greater than or equal
to 16 (from 4 p.m. to midnight).
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One-Way Analysis of Variance

The One-Way ANOVA task enables you to perform an analysis of
variance when you have a continuous dependent variable and a single
classification variable.

For example, consider the data set on air quality (Air), described in
the preceding section. Suppose you want to compare the ozone level
corresponding to each of the three factory workshift periods.

Request the One-Way ANOVA Task
To request the one-way ANOVA task, follow these steps:

1. SelectStatistics! ANOVA ! One-Way ANOVA : : :

2. Selecto3 as the dependent variable.

3. Selectshift as the independent variable.

Figure 10.4 defines the one-way ANOVA model.

Figure 10.4. One-Way ANOVA Dialog
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Request a Means Comparison Test
The analysis of variance performed in the One-Way ANOVA task
indicates whether the means of the groups are different; it does not
indicate which particular means are different. To generate more de-
tailed information about the differences between the means, follow
these steps:

1. Click on theMeansbutton in the main dialog. The resulting
window displays theComparisonstab.

2. Click on the arrow adjacent to theComparison methodlist.

3. SelectTukey’s HSD.

4. Highlight the variableshift in theMain Effects: box.

5. Click on theAdd button.

You can click on the arrow next toSignificance level: to select a
significance level, or you can type in the desired value.

6. Click OK .

Figure 10.5 specifies Tukey’s studentized range (HSD) means com-
parison test at the0:05 significance level.

Figure 10.5. One-Way ANOVA: Means Dialog
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Request a Box-and-Whisker Plot
To request a box-and-whisker plot in addition to the analysis, follow
these steps:

1. Click on thePlots button in the main dialog.

2. SelectBox-&-whisker plot .

3. Click OK .

Figure 10.6 displays the Plots dialog with theBox-&-whisker plot
selected.

Figure 10.6. One-Way ANOVA: Plots Dialog

Click OK in the One-Way ANOVA dialog to perform the analysis.

Review the Results
This analysis tests whether the independent variable (shift) is a sig-
nificant factor in accounting for the variation in ozone levels. Figure
10.7 displays the analysis of variance table, with anF statistic of
31:93 and an associatedp-value that is less than0:0001. The small
p-value indicates that the model explains a highly significant propor-
tion of the variation present in the dependent variable.
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Figure 10.7. One-Way ANOVA: Analysis Results

The R-square value, which follows the ANOVA table in Figure 10.7,
represents the proportion of variability accounted for by the inde-
pendent variable. Approximately 28% of the variability in the ozone
level can be accounted for by differences between shifts.

Information detailing which particular means are different is avail-
able in the multiple comparison test, as displayed in Figure 10.8. The
means comparison output provides the alpha value, error degrees of
freedom, and error mean square.
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Figure 10.8. One-Way ANOVA: Multiple Comparisons Results

In the “Tukey Grouping” table, means with the same letter are not
significantly different. The analysis shows that the daytime shift is
associated with ozone levels that are significantly different from the
other two shifts. The early and late shifts cannot be statistically dis-
tinguished on the basis of mean ozone level.
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Figure 10.9. One-Way ANOVA: Box-and-Whisker Plot

The box-and-whisker plot displayed in Figure 10.9 provides a graph-
ical view of the multiple comparison results. The variance among the
ozone levels may be unequal: subsequent analyses may include a
test for homogeneity of variance or a transformation of the response
variable,o3.
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Nonparametric One-Way Analysis of
Variance

In statistical inference, or hypothesis testing, the traditional tests are
called parametric tests because they depend on the specification of
a probability distribution (such as the normal) except for a set of
free parameters. Parametric tests are said to depend on distributional
assumptions. Nonparametric tests, on the other hand, do not require
distributional assumptions. Even if the data are distributed normally,
nonparametric methods are often almost as powerful as parametric
methods.

The Nonparametric One-Way ANOVA task enables you to perform
nonparametric tests for location and scale when you have a con-
tinuous dependent variable and a single independent classification
variable. You can perform a nonparametric one-way ANOVA using
Wilcoxon (Kruskal-Wallis), median, Van der Waerden, and Savage
scores. In addition, you can test for scale differences across lev-
els of the independent variable using Ansari-Bradley, Siegal-Tukey,
Klotz, and Mood scores. The Nonparametric One-Way ANOVA task
provides asymptotic and exactp-values for all tests for location and
scale.

For example, consider the air quality data set (Air), described in the
section “The Air Quality Data Set” on page 206. Suppose that you
want to perform a nonparametric one-way ANOVA and also test for
scale differences for ozone levels across shift periods.

Request the Nonparametric One-Way ANOVA
To request a nonparametric one-way ANOVA, follow these steps:

1. SelectStatistics! ANOVA ! Nonparametric One-Way ANOVA : : :

2. Selecto3 as the dependent variable.

3. Selectshift as the independent variable.

Figure 10.10 defines the nonparametric one-way ANOVA model.
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Figure 10.10. Nonparametric One-Way ANOVA: Main Dialog

Request Nonparametric Tests
You can use a nonparametric test for location to determine whether
the air quality is the same at different times of the day. The Kruskal-
Wallis test is a commonly used nonparametric technique for testing
location differences and is produced using Wilcoxon scores.

The box-and-whisker plot in Figure 10.9 indicates that ozone levels
may be more variable during the daytime shift than during the early
shift or at night. You can use the Ansari-Bradley test to test for scale
differences across shifts.

To request the Kruskal-Wallis and Ansari-Bradley tests, follow these
steps:

1. Click on theTestsbutton in the main dialog.

2. SelectWilcoxon (Kruskal-Wallis test) in the Location test
scores.

3. SelectAnsari-Bradley in theDispersion test scoresbox.
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Figure 10.11 displays the Tests dialog with theWilcoxon (Kruskal-
Wallis) andAnsari-Bradley tests selected.

Figure 10.11. Nonparametric One-Way ANOVA: Tests Dialog

Click OK in the Nonparametric One-Way ANOVA dialog to perform
the analysis.

Figure 10.12. Nonparametric One-Way ANOVA: Kruskal-Wallis
Test Results
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Figure 10.12 displays the Wilcoxon scores and Kruskal-Wallis test
results. The table labeled “Wilcoxon Scores (Rank Sums) for Vari-
able o3” contains the sum of the rank scores, expected sum, and
mean score for each shift. The daytime shift has a mean score of
117.77, which is higher than the mean scores of both the early and
late shift. The “Kruskal-Wallis Test” table displays the results of the
Kruskal-Wallis test. The test statistic of 40.75 indicates that there is
a significant difference in ozone levels across shift times (thep-value
is less than 0.0001).

Figure 10.13. Nonparametric One-Way ANOVA: Ansari-Bradley
Test Results

Figure 10.13 displays the results of the Ansari-Bradley test. The
Ansari-Bradley test chi-square has the value of 5.80 with 2 degrees
of freedom, which is not significant at the� = 0:05 level. Since the
p-value is just slightly higher than 0.05, there is moderate evidence
of scale differences across shift times.
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Factorial Analysis of Variance

The Factorial ANOVA task enables you to perform an analysis of
variance when you have multiple classification variables.

For example, consider the data set on air quality (Air), described in
the section “The Air Quality Data Set” on page 206. Suppose you
want to compare ozone levels for each day of the week and for each
factory workshift. You can define a factorial model that includes the
two classification variables,day andshift.

In this example, a factorial model is specified, and a plot of the two-
way effects is requested.

Request the Analysis
To request a factorial analysis of variance, follow these steps:

1. Click onStatistics! ANOVA ! Factorial ANOVA : : :

2. Selecto3 as the dependent variable.

3. Selectshift andday as the independent variables.

The resulting Factorial ANOVA dialog is displayed in Figure 10.14.

Figure 10.14. Factorial ANOVA Dialog
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The default ANOVA model includes only the main effects (that is,
the terms representingshift andday). To include an interaction term,
or to specify other options for your analysis, you can use the dialogs
available in the Factorial ANOVA task.

Specify the Model
To specify a factorial model, follow these steps:

1. Click on theModel button in the main dialog.

2. Highlight the variablesshift andday in the resulting dialog.

3. Click on theFactorial button.

4. Click OK .

Figure 10.15 displays the Model dialog with the termsshift, day,
and the interaction termshift*day selected as effects in the model.

Note that you can build specific models with theAdd, Cross, and
Factorial buttons, or you can select a model by clicking on theStan-
dard Modelsbutton and making a selection from the drop-down list.
From this list, you can request that your model include main effects
only, effects up to two-way interactions, or effects up to three-way
interactions.

Figure 10.15. Factorial ANOVA: Model Dialog
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Request a Means Plot
A means plot displays a symbol for the observed or predicted means
at each level of a specified variable, with vertical bars extending for
a specified number of standard errors. The means for each level of
an effect are joined with line segments. To request a plot of the
dependent means, follow these steps:

1. Click on thePlots button in the main dialog. The resulting
window displays theMeanstab.

2. SelectPlot dependent means for two-way effects.

You can choose to plot either the observed or predicted means of
the dependent variable. Additionally, you can choose whether the
vertical bars should represent one, two, or three standard errors.

3. Click OK .

Figure 10.16 requests a plot of the observed dependent means for the
two-way effects.

Figure 10.16. Factorial ANOVA: Plots Dialog

Click OK in the main dialog to perform the analysis.

SAS OnlineDoc: Version 8



222 � Chapter 10. Analysis of Variance

Review the Results
Figure 10.17 displays information on the levels of the two classifi-
cation variables,shift andday, followed by the ANOVA table. The
model sum of squares is partitioned into the separate contributions of
the individual model effects, andF tests are provided for each effect.

Figure 10.17. Factorial ANOVA: Analysis Results

TheF statistic of15:37 indicates that the model as a whole is highly
significant (thep-value is less than0:0001). Additionally, the R-
square value of0:6764 means that about 68% of the variation of
ozone can be accounted for by the factorial model.

The table at the bottom of Figure 10.17 displays the significance test
for each term of the model. The main effects and the interaction
term are each significant at the� = 0:05 level (that is, eachp-value
is much less than0:05).
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In Figure 10.18, the three curves display ozone concentration across
days of the week. Each curve represents the relationship for one of
the three factory workshift periods.

Figure 10.18. Factorial ANOVA: Means Plot
The means plot indicates an inverse relationship between the day-
time and late shifts. The ozone levels during the daytime shift rise
dramatically on Thursday and remain high throughout the weekend.
Ozone levels for the late shift, on the other hand, start to decrease
after Thursday and remain low throughout the weekend.
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Linear Models

The Linear Models task enables you to perform an analysis of vari-
ance when you have a continuous dependent variable with classifi-
cation variables, quantitative variables, or both.

The data setAir, described in the section “The Air Quality Data Set”
on page 206, includes quantitative measures; for example, the vari-
ablewind represents wind speed, in knots. Suppose that you want to
model ozone levels using the variablesday (day of week),shift (fac-
tory workshift period), andwind (wind speed). Suppose that you
also want your model to include the interaction between the vari-
ablesday andshift. That is, you want to perform a simple two-way
analysis of covariance with unequal slopes.

The following example fits this linear model and additionally re-
quests a retrospective power analysis and a plot of the observed val-
ues versus the predicted values.

Request the Linear Models Analysis
To request the linear models analysis, follow these steps:

1. SelectStatistics! ANOVA ! Linear Models : : :

2. Selecto3 as the dependent variable.

3. Selectshift andday as the class variables.

4. Selectwind as the quantitative variable.

Figure 10.19 displays the Linear Models dialog.
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Figure 10.19. Linear Models Dialog

By default, the linear model analysis includes only the main effects
specified in the main dialog: no interaction term is included.

Specifying an Interaction Term in the Model
To include the interaction termshift*day in your model, follow these
steps:

1. Click on theModel button in the main dialog.

2. Highlight the variablesshift andday.

3. Click on theCrossbutton.

4. Click OK .

Note that you can build specific models with theAdd, Cross, and
Factorial buttons, or you can select a model by clicking on theStan-
dard Models button and making a selection from the pop-up list.

Figure 10.20 displays the Model dialog with the termsshift andday
and the interaction termshift*day selected as effects in the model.
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Figure 10.20. Linear Models: Model Dialog

Request a Power Analysis
The power of a test is the probability of correctly rejecting the null
hypothesis of no difference. It depends on the sample size as well as
the precise difference specified in the alternative hypothesis. Ideally,
you consider power before gathering data to ensure that you gather
enough data to detect a difference. However, once you have gathered
your data, you can perform a retrospective power analysis in order
to determine how much data is needed to detect the observed dif-
ference. To perform a retrospective power analysis with the Analyst
Application, follow these steps:

1. Click on theTestsbutton in the main dialog.

2. Click on thePower Analysistab.

3. SelectPerform power analysis.

To request power calculations for tests performed at several� values,
you can enter the values, separated by a space, in the box labeled
Alphas. You can request power analysis for additional sample sizes
in theSample sizesbox. You can enter one or more specific values
for the sample sizes, or you can specify a series of sample sizes in
the boxes labeledFrom: , To:, andBy:.

4. Click OK .
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Figure 10.21 displays thePower Analysistab, which requests a ret-
rospective power analysis with an alpha, or significance level, of
0:05.

Figure 10.21. Linear Models: Tests Dialog

Request a Scatter Plot
To request a scatter plot of the predicted values versus the observed
values, follow these steps:

1. Click on thePlots button in the main dialog.

2. Click on thePredicted tab.

3. SelectPlot observed vs predicted.

4. Click OK .

Figure 10.22 displays thePredicted tab in the Plots dialog.
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Figure 10.22. Linear Models: Plots Dialog

Click OK in the Linear Models dialog to perform the analysis.

Review the Results
The output of the analysis includes information about the levels of
the independent variables, followed by the ANOVA table.

Figure 10.23 displays the analysis of variance table, with anF statis-
tic of 19:44 and an associatedp-value less than0:0001. A p-value
this small indicates that the model explains a highly significant pro-
portion of the variation in the dependent variable.

The R-square value represents the proportion of variability ac-
counted for by the independent variables. In this analysis, about
74% of the variation of the ozone level can be accounted for by the
model (that is, by mean differences inday andshift, in conjunction
with a linear dependence on wind speed).
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Figure 10.23. Linear Models: ANOVA Results

The last table displayed in Figure 10.23 partitions the model sum
of squares into the separate contribution for each model effect and
tests for the significance of each effect. The main effects and the
interaction term are significant at the� = 0:05 level (that is, each
p-value is less than0:05).

Figure 10.24 displays the retrospective power analysis. The observed
power is given for each effect in the linear model.
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Figure 10.24. Linear Models: Power Analysis

The column labeled Least Significant Number in Figure 10.24 dis-
plays the smallest number of observations required to determine that
the effect is significant at the given� value.
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Figure 10.25. Linear Models: Observed Ozone Levels versus Pre-
dicted Values

Figure 10.25 displays the plot of the observed values versus the pre-
dicted values from the model. If the model predicts the observed
values perfectly, the points on the plot fall on a straight line with a
slope of 1. This plot indicates reasonable prediction.
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