Chapter 11
Regression

Chapter Table of Contents

Introduction . . . . ... 231
Simple LinearRegression . . . . .. ... ... ....... 232
Multiple Linear Regression . . . . . .. ... ... ..... 238
Logistic Regression. . . . . . .. .. .. .. ... ...... 247

References . . . . . . . . . . 254



230 ¢ Chapter 11. Regression

SAS OnlineDocl] : Version 8



Chapter 11
Regression

Introduction

Regression techniques enable you to investigate the relationship be-
tween a dependent variable (also callegsponsesariable) and one

or more explanatory variables (also calf@@dictor, orindependent
variables). In linear regression, the dependent variable is modeled
as a linear function of the quantitative independent variables. For
example, you can write the simple linear regression equation as

Y =byp+0 X

whereY represents the single dependent varialilés the explana-
tory variable, and, andb, are regression coefficients.
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The Analyst Application enables you to perform simple linear re-
gression, multiple linear regression and logistic regression. In the
Simple linear regression task, you model your dependent variable
using a single explanatory variable. In the Linear regression task,
you model your dependent variable using one or more explanatory
variables. In the Logistic regression task, the dependent variable is
discrete, and you model the variable using one or more explanatory
variables.

The examples in this chapter demonstrate how you can use the Ana-
lyst Application to perform simple linear regression, multiple linear
regression, and logistic regression.

Simple Linear Regression

In simple linear regression, there is a single quantitative independent

variable. Suppose, for example, that you want to determine whether

a linear relationship exists between the asking price for a house and
its area in square feet. The area of the house is the quantitative inde-
pendent variable, and the asking price for the house is the dependent
variable.

The data set analyzed in this example is caliEdises, and it con-
tains the characteristics of fifteen houses for sale. The data set con-
tains the following variables.

style style category (ranch, split-level, condominium, or
two-story)

sqfeet area in square feet

bedrooms number of bedrooms

baths number of bathrooms

street name of the street on which the house is located

price asking price for the house

The task includes performing a simple regression analysis to predict
the variableprice from the explanatory variablegfeet.
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Simple Linear Regression ¢+ 233

Open the Houses Data Set
The data are provided in the Analyst Sample Library. To open the
Houses data set, follow these steps:

1. SelecfTools —+ Sample Data. ..
2. SelectHouses.

3. Click OK to create the sample data set in y&asuser di-
rectory.

Selectrile — Open By SAS Name . .
SelectSasuser from the list ofLibraries.
SelectHouses from the list of members.

N o o s

Click OK to bring theHouses data set into the data table.

Request the Simple Regression Analysis
To request the simple regression analysis, follow these steps:

1. SelectStatistics — Regression— Simple. ..
2. Selecprice from the candidate list as the Dependent variable.

3. Selectsgfeet from the candidate list as the Explanatory vari-
able.

Figure 11.2 displays the resulting dialog.
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Figure 11.2.  Simple Linear Regression Dialog

The model defined in this analysis is
price = by + by sqfeet

If you selectQuadratic or Cubic in the Model box, the respective
model is

price = by + by sqfeet + by sqfeet?
or
price = by + by sqfeet + by sqfeet? + b sqfeet?

The default analysis fits the simple regression model.

Request a Scatter Plot of the Data
To request a plot of the observed values versus the independent val-
ues, follow these steps.

1. Click on thePlots button.
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2. SelectPlot observed vs independent

You can add 95% confidence limits for the mean of the independent
variable by selectingConfidence limits or you can produce 95%
prediction limits for individual predictions.

3. Click OK.

Predicted ]Residual l Influence l

Scatter plots 0K |
[ Plot observed vs predicted Cancel |
¥ Plot observed vs independent Re=set |

* None Help |

" Confidence limits
 Prediction limits

Figure 11.3.  Simple Linear Regression: Plots Dialog

Click OK in the Simple Linear Regression dialog to perform the
analysis.

Review the Results
The results are displayed in Figure 11.4. The ANOVA table is dis-
played in the results, followed by the table of parameter estimates.
The least squares fitis

price = —14982 + 67.52 x sqfeet
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B Analysis [_[O] x|

The REG Procedure -
Model: MODEL1 I—
Dependent Variable: price fisking price

finalysis of Variance

Sum of Mean

Source DF Squares Square F Value Pr > F

Hodel 1 7888892794 7888892794 3174 .98 <.0001

Error 13 323012086 2484708

Corrected Total 14 7921194000
Root MSE 1576. 29571 R-Square 0.9959 [—
Dependent Mean 82720 fAadj R-Sq 0.9956
Coeff Var 1.90558

Parameter Estimates

Parameter Standard
Variable Label DF Estimate Error t Value Pr > lti

Intercept Intercept 1 -14982 1781.06635 -8.41 <.0001
=qfeet Square footage 1 67 .52056 1.139830 56.35 <.0001

-« b

Figure 11.4. Simple Linear Regression: Results

The smallp-values listed in the Pr | column indicate that both
parameter estimates are significantly different from zero.

The plot of the observed and independent variables is displayed in
Figure 11.5. The plot includes the fitted regression line.
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q: Scatter plot of price and sqfeet !Elm
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Figure 11.5. Simple Linear Regression: Scatter Plot with Regres-
sion Line
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Multiple Linear Regression

You perform a multiple linear regression analysis when you have
more than one explanatory variable for consideration in your model.
You can write the multiple linear regression equation for a model
with p explanatory variables as

Y =bo+ by X1 + by Xo + ... b, X,

whereY is the response, or dependent, variable Xisaepresent the
p explanatory variables, and the are the regression coefficients.

For example, suppose that you would like to model a person’s aer-
obic fithess as measured by the ability to consume oxygen. The
data set analyzed in this example is narkédess, and it contains
measurements made on three groups of men involved in a physical
fitness course at North Carolina State University. See “Computing
Correlations” in Chapter 7, “Descriptive Statistics,” for a complete
description of the variables in the Fitness data set.

The goal of the study is to predict fithess as measured by oxygen
consumption. Thus, the dependent variable for the analysis is the
variableoxygen. You can choose any of the other quantitative vari-
ables ége, weight, runtime, rstpulse, runpulse, andmaxpulse)

as your explanatory variables.

Suppose that previous studies indicate that oxygen consumption is
dependent upon the subject’'s age, the time it takes to run 1.5 miles,
and the heart rate while running. Thus, in order to predict oxygen
consumption, you estimate the parameters in the following multiple
linear regression equation:

oxygen = by + by age + by runtime + b3 runpulse

This task includes performing a linear regression analysis to predict
the variableoxygen from the explanatory variablesge, runtime,
andrunpulse. Additionally, the task requests confidence intervals
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for the estimates, a collinearity analysis, and a scatter plot of the
residuals.

Open the Fitness Data Set
The data are provided in the Analyst Sample Library. To access this
data set, follow these steps:

1.
2.

N o o &

Selecflools — Sample Data. . .
Selectritness.

Click OK to create the sample data set in y@asuser di-
rectory.

Selectrile — Open By SAS Name . .

SelectSasuser from the list ofLibraries.

Selectritness from the list of members.

Click OK to bring theFitness data set into the data table.

Request the Linear Regression Analysis
To specify the analysis, follow these steps:

1.
2.

SelectStatistics —+Regression— Linear . ..

Select the variablexygen from the candidate list as the de-
pendent variable.

Select the variableage, runtime, andrunpulse as the ex-
planatory variables.

Figure 11.6 displays the resulting Linear Regression task.
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Linear Regression: Fitness n
Smperient I Eagsfanmtory |
(114 |
we ight oxygen age
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Help |
Resmusee
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Plots Save Data Titles Variables

Figure 11.6.

Linear Regression Dialog

The default analysis fits the linear regression model.

Request Additional Statistics

You can request several additional statistics for your analysis in the

Statistics dialog.

To request that confidence limits be computed, follow these steps:

1. Click on theStatistics button.
2. In theStatisticstab, selecConfidence limits for estimates

Figure 11.7 displays th8tatisticstab in the Statistics dialog.
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Linear Regression: Statistics m

Statistics ]Tes’ts | Muttivariate |

Parameter estimates 0K |
" Std. regression coefficients Cancel |
¥ Confidence 1imits for estimates

Reset |
[T Type 1 sum of squares
[T Tvpe 2 sum of squares Help |

[T Correlation matrix of estimates
Covar iance matrix of estimates

Correlations

" Partial correlations
[ Semi-partial correlations

Figure 11.7. Linear Regression: Statistics Dialog, Statistics Tab

To request a collinearity analysis, follow these steps:

1. Click on theTeststab in the Statistics dialog.
2. SelectCollinearity analysis.
3. Click OK.

The dialog in Figure 11.8 requests a collinearity analysis in order to
assess dependencies among the explanatory variables.
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Linear Regression: Statistics H
Stefistics  Tests lMurtivariate]
Collinearity 0K |
W Collinearity analysis Cancel |
[ Tolerance values for estimates
T Variance inflation factors Reset |
_Heteroscedasticity ol |
[ Heteroscedasticity test
I_ﬁsymptot ic covar iance matrix

fiutocorrelation

" Durbin-Hatson statistic

Figure 11.8. Linear Regression: Statistics Dialog, Tests Tab

Request a Scatter Plot of the Residuals

To request a plot of the studentized residuals versus the predicted
values, follow these steps:

1. In the Linear Regression main dialog, click on ®lets but-
ton.

2. Click on theResidualtab.
3. SelectPlot residuals vs variables

4. In the box labeledResiduals check the selection
Studentized

5. Inthe box labele¥ariables, check the selectioRredicted Y.
6. Click OK.

Figure 11.9 displays thResidualtab.

SAS OnlineDocll: Version 8



Multiple Linear Regression ¢+ 243

Linear Regression: Plots E

Predicted  Residual llnfluence]

Residual plots LI

W Plot residuals vs variables Cancel |

Reziduals Variables Re=zet |
’V ¥ Predicted Y

[ Ordinary
[” Standardized [" Independents Help |
v Student ized

Hormal probability and quantile plots
’V [~ Mormal probability-probability plot

[ Normal quantile-quantile plot

Figure 11.9. Linear Regression: Plots Dialog, Residual Tab

An ordinary residual is the difference between the observed response
and the predicted value for that response. The standardized residual
is the ratio of the residual to its standard error; that is, it is the ordi-
nary residual divided by its standard error. The studentized residual
is the standardized residual calculated with the current observation
deleted from the analysis.

Click OK in the Linear Regression dialog to perform the analysis.

Review the Results
Figure 11.10 displays the analysis of variance table and the parame-
ter estimates.
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B Analysis |- O] x|
The REG Procedure -
Model: MODEL1
Dependent Variable: oxygen Oxygen consumption
finalysis of Variance
Sum of Mean
Source DF Squares Square F Value Pr > F
Model 3 690.55086 230.18362 38.64 <.0001
Error 27 160.83069 5.95669
Corrected Total 30 851.38154
Root MSE 2.44063 R-Square 0.8111
Dependent Mean 47.37581 fidj R=-3q 0.7901
Coeff Var 5.15165
Parameter Estimates
Parameter Standard
Variable Label DF Estimate Error t Value Pr > iti
Intercept Intercept 1 111.71806 10.23509 10.92 <. 0001
age fige in vears 1 -0.25640 0.09623 -2.66 0.0129
runt ime Min. to run 1.5 miles 1 -2.825%38 0.35828 -7.89 <0001
runpulse Heart rate while running 1 -0.13091 0.05059 -2.59 0.0154
Al _»IJ

Figure 11.10. Linear Regression: ANOVA Table and Parameter
Estimates

In the analysis of variance table displayed in Figure 11.10,Rhe
value of 38.64 (with an associat@evalue that is less than 0.0001)
indicates a significant relationship between the dependent variable,
oxygen, and at least one of the explanatory variables. The R-square
value indicates that the model accounts for 81% of the variation in
oxygen consumption.

The “Parameter Estimates” table lists the degrees of freedom, the
parameter estimates, and the standard error of the estimates. The
final two columns of the table provide the calculatedalues and
associated probabilitiegp{values) of obtaining a larger absolute
value. Eaclp-value is less than 0.05; thus, all parameter estimates
are significant at the 5% level. The fitted equation for this model is
as follows:

oxygen = 111.718 — 0.256 x age — 2.825 X runtime — 0.131 X runpulse

Figure 11.11 displays the confidence limits for the parameter esti-
mates and the table of collinearity diagnostics.
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ﬁAnaIysis !Elm
Paraneter Estimates _I
Variable Label DF 95% Confidence Limits
Intercept Intercept 1 90.71740 132.71873
age fige in years 1 =0.45384 =-0.05895
runtine Min. to run 1.5 miles 1 -3.56051 -2.09025
runpulse Heart rate vhile running 1 =0.23471 =0.02711
Collinearity Diagnostics
Condition  ——--——————————-] Proportion of Variation--------------—-
Number Eigenvalue Index Intercept age runtime runpulse
1 3.97790 1.00000 0.00011565 0.00056585 0.00082368 0.00016363
2 0.01183 18.33958 0.00296 0.38305 0.49678 0.00697
3 0.00919 20.80033 0.03198 0.19423 0.42448 0.09749
4 0.00108 60.60078 0.96495 0.42215 0.07792 0.89538
il ,

Figure 11.11. Linear Regression: Confidence Limits and
Collinearity Analysis

The collinearity diagnostics table displays the eigenvalues, the con-
dition index, and the corresponding proportion of variation ac-
counted for in each estimate. Generally, when the condition index
is around 10, there are weak dependencies among the regression es-
timates. When the index is larger than 100, the estimates may have
a large amount of numerical error. The diagnostics displayed in Fig-
ure 11.11, though indicating unfavorable dependencies among the
estimates, are not so excessive as to dismiss the model.
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Figure 11.12.
versus Predicted Values

Linear Regression: Plot of Studentized Residuals

The plot of the studentized residuals versus the predicted values is
displayed in Figure 11.12. When a model provides a good fit and
does not violate any model assumptions, this type of residual plot
exhibits no marked pattern or trend. Figure 11.12 exhibits no such

trend, indicating an adequate fit.
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Logistic Regression

Logistic regression enables you to investigate the relationship be-
tween a categorical outcome and a set of explanatory variables. The
outcome, or response, can be dichotomous (yes, no) or ordinal (low,
medium, high). When you have a dichotomous response, you are
performing standard logistic regression. When you are modeling an
ordinal response, you are fitting a proportional odds model.

You can express the logistic model for describing the variation
among probabilitieg6,,} as

t
O = {l+expl-a—> Brznl} "
k=1

where « is the intercept paramete} is a vector oft regression
parameters, anet’;, is a row vector of explanatory variables cor-
responding to théth subpopulation.

You can show that the odds of success foritiegroup are

On
1-—6,

= exp{a + 22:1 ﬂkmhk}

By taking logs on both sides, you obtain a linear model forloigg:

on :
log{l_eh} = a+kzlﬁk$hk

This is the log odds of success to failure for tith subpopulation. A
nice property of the logistic model is that all possible value&of
x'pB) in (—oo,00) map into(0, 1) for 6. Note thatexp{3;} are

the odds ratios. Maximum likelihood methods are used to estimate
aandg.
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In a study on the presence of coronary artery disease, walk-in pa-
tients at a clinic were examined for symptoms of coronary artery dis-
ease. Investigators also administered an ECG. Interest lies in deter-
mining whether there is a relationship between presence or absence
of coronary artery disease and ECG score and gender of patient. Lo-
gistic regression is the appropriate tool for such an investigation.

The data set analyzed in this example is callaonary?2. It con-
tains the following variables:

sex
ecg
age
ca

sex (m or f)

ST segment depression (low, medium, or high)
patient age

disease (yes or no)

The task includes performing a logistic analysis to determine an ap-
propriate model.

Open the Coronary2 Data Set
The data are provided in the Analyst Sample Library. To open the
Coronary?2 data set, follow these steps:

1.
2.
3.

N o o A

SelecfTools —+ Sample Data. ..
SelectCoronary?2.

Click OK to create the sample data set in y&asuser di-
rectory.

Selectrile —+ Open By SAS Name ..

SelectSasuser from the list ofLibraries.

SeleciCoronary?2 from the list of members.

Click OK to bring theCoronary?2 data set into the data table.
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Request the Logistic Regression Analysis
To request the logistic regression analysis, follow these steps:

1. SelectStatistics — Regression— Logistic .. .

P w N

5.
6.

Note thatModel Pr{ }:

Ensure thaBingle trial is selected as theependent type

Selectca from the candidate list as the dependent variable.

Selectecg andsex from the candidate list as the class vari-

ables.

Selectage from the candidate list as the quantitative variable.

Selectyes from the drop-down list foModel Pr{ }:

determines which value of the dependent

variable the model is based on; usually, the value representing an
event (such as yes or success) is chosen.

Figure 11.13 displays the resulting dialog.

Dependent type
@ Single trial Depernient Model Pr{ }:
" Events/Trials ves Xl DK |
[ca kil »
a : __Cencel |
e | Guantitative | Reset |
sex age Save Elpticlnsl
ecg
Help |
oo
Mode 1 Statistics | Predictions Plots
Save Data Titles L bk b
Figure 11.13. Logistic Regression Dialog

Specify the Model
By default, a main effects model is fit. To define a different model,
with terms such as interactions, or to specify various model selection
methods, such as forward selection or backward elimination, use the
Model dialog.
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To specify a forward selection model with main effects and their
interactions, follow these steps:

1. Click on theModel button in the main dialog.

2. Highlight the variablesge, ecg, andsex in the Explana-
tory: list of the model dialog.

3. Click on theFactorial button to specify main effects and their
interactions.

Logistic Regression: Model B

hiociel ]Seledion] Cr'rteria] Include]

0K |
Standard Models I faicd | Factor tal |
Cancel |
Lrowe | Polenomiad | R
eset |
W] z[aA]
Help |
Explanatory: Effects in model:
age age
sex sex
ecg ecg
age¥ecg
age*sex
ecg¥sex
Femeyon | T Do not include an intercept

Figure 11.14. Logistic Regression: Model Dialog, Model Tab

Figure 11.14 displays the Model dialog with the terage, ecg,
sex, and their interactions selected as effects in the model.

Note that you can build specific models with tAed, Cross and
Factorial buttons, or you can select a model by clicking on$tan-
dard Models button and making a selection from the pop-up list.
From this list, you can request that your model include main effects
only or effects up to two-way interactions.
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Now, to specify your model-building technique, follow these steps:

1. Click on theSelectiontab.

2. SelectForward selection The forward selection technique
starts with a default model and adds significant variables to
the model according to the specified criteria.

3. To specify which variables to include in every model, click on
thelnclude tab, and select the variablage, ecg, andsex.

4. Click OK.
Logistic Regression: Model m
Mocdel ] Selection ] Critetia  Include ]
0K I
Select model term= to include in every model.
Cancel I
R I
Model terms: Reset I
age¥ecqg age
age*sex sex Help I
ecg¥*sex eco

Famavs

Figure 11.15. Logistic Regression: Model Dialog, Include Tab

Figure 11.15 displays thaclude tab with the termsge, ecg, and
sex selected as model terms to be included in every model.

When you have completed your selections, cli@K in the main
dialog to produce your analysis.

Review the Results
Figure 11.16 displays the “Testing Global Null Hypothesis: BETA
= 0" table, which lists statistics that test whether the parameters are
collectively equal to zero. This is similar to the overaltatistic in
a regression model.
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B Analysis [_ (O] x|
Testing Global Hull Hypothesis: BETA=0 d

Test Chi=5quare DF Pr > ChiSqg

Likelihood Ratio 21.4878 4 0.0003

Score 18.9094 4 0.0008

Wald 14.6894 4 0.0054

Residual Chi-Square Test
Chi=-Square DF Pr > ChiSq
2.2464 5 0.8141

NOTE: Mo (additional) effects met the 0.05 significance level for entry into the model.

Type Ill Analysis of Effects
Wald
Effect DF Chi=-Square Pr > ChiSq
age 1 7.2340 0.0072
sex 1 6.3416 0.0118
ecg 2 5.6706 0.0587

4 o

Figure 11.16. Logistic Regression: Analysis Results

When the explanatory variables in a logistic regression are relatively
small in number and are qualitative, you can request a goodness-
of-fit test. However, when you also have quantitative variables, the
sample size requirements for these tests are not met. An alternative
strategy for testing goodness of fit in this case is to examine the resid-
ual score statistic. This criterion is based on the relationship of the
residuals of the model with other potential explanatory variables. If
an association exists, then the additional explanatory variable should
also be included in the model. This test is distributed as chi-square,
with degrees of freedom equal to the difference in the number of pa-
rameters in the original model and the number of parameters in the
expanded model.

The residual score statistic is displayed in Figure 11.16 as the
“Residual Chi-Square Test” table. Since the difference in the num-
ber of parameters for the expanded model and the original model is
9 — 4 = 5, the score statistic hdsdegrees of freedom. Since the
value of the statistic i2.24 and thep-value is0.81, the main ef-
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fects model fits adequately and no additional interactions need to be
added.

The “Type Il Tests of Effects” table provides Wald chi-square statis-
tics that indicate that botage andsex are clearly significant at the

a = 0.05 level of significance. Thecg variable approaches signif-
icance, with the Wald statistic &£67 andp = 0.059. Although you
may want to delete thecg variable because it does not meet the
a = 0.05 significance criteria, there may be reasons for keeping it.

B Analysis !EI m
Odds Ratio Estimates _J
Point 95% Wald
Effect Estimate Confidence Limits
age 1.100 1.026 1.180
sex female vs male 0.249 0.084 0.735
ecg high vs medium 1.534 0.315 7.472
ecg low vs medium 0.323 0.105 0.995
fizssociation of Predicted Probabilities and Observed Responses
Percent Concordant 78.8 Somers’ D 0.580 _J
Percent Discordant 20.8 Gamma 0.582
Percent Tied 0.3 Tau-a 0.293
Pairs 1517 c 0.790
f o

Figure 11.17.  Logistic Regression: Analysis Results o
Figure 11.17 displays odds ratio estimates and statistics describing

the association of predicted probabilities and observed responses.
The value ofl.10 for age is the extent to which the odds of coronary
heart disease increase each year. The odds ratsefpn.249, is the

odds for females relative to males adjusteddge andecg. Thus,

the odds of coronary heart diseases for females are approximately
one-fourth that of males.
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