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Figure 12.1. Sample Size Menu

When you are planning a study or experiment, you often need to
know how many units to sample to obtain a certain power, or you
may want to know the power you would obtain with a specific sample
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size. Thepowerof a hypothesis test is the probability of rejecting
the null hypothesis when the alternative hypothesis is true. With an
inadequate sample size, you may not reach valid conclusions with
your work; with an excessive sample size, you may waste valuable
resources. Thus, performing sample size and power computations is
often quite important.

The power and sample size calculations depend on the planned data
analysis strategy. That is, if the primary hypothesis test is a two-
samplet-test, then the power calculations must be based on that test.
Otherwise, if the sample size calculations and data analyses are not
aligned, the results may not be correct.

Determining sample size requirements ahead of the experiment is a
prospective exercise. Then, you proceed to select the appropriate
number of sampling units and perform data collection and analysis.

However, power and sample size calculations are also useful retro-
spectively. For a given analysis, you may want to calculate what

level of power you achieved or what sample size would have been

needed for a given power.

Power and sample size calculations are a function of the specific
alternative hypothesis of interest, in addition to other parameters.
That is, the power results will vary depending on which value of the
alternative hypothesis you specify, so sometimes it is useful to do
these analyses for a range of values to see how sensitive the power
analysis is to changes in the alternative hypothesis value. Often, you
produce plots of power versus sample size, cglleder curvesto

see how sample size and power affect each other.

The Sample Size tasks provide prospective sample size and power
calculations for several types of analysedests, confidence inter-
vals, and tests of equivalence. Each of these calculations is avail-
able for one-sample, paired-sample, and two-sample study designs.
Power and sample size calculations are also available for the one-
way ANOVA design. Multiple parameter values can be input, and
results and power curves are produced for each combination of val-
ues. Note that retrospective power computations are also available
in a number of the statistical tasks in the Analyst Application such
as the Hypothesis Test, Regression, and ANOVA tasks.
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Hypothesis Testing

Sample size and power calculations are available for one-sample
and two-sample paired and independent designs where the proposed
analysis is hypothesis testing of a mean or means titeat. These
computations assume equally sized groups.

Suppose you want to compute the power for a one-samsst.

The alternative hypothesis mean and the standard deviation have the
values 8.6137 and 2.0851, respectively. You are interested in testing
whether the null mean has the value 8, at an alpha level of 0.05,
and you are interested in looking at a range of sample sizes from 11
to 211. The study for which these statistics were computed had a
sample size of 51.

Requesting Power Computations for the One-Sample t-test
To access this task, select

Statistics — Sample Size—+ One-Sample t-test ..

Figure 12.2 displays the resulting dialog. Note that, unlike the other
statistical tasks that require a data set for analysis, performing one
of the Sample Size tasks requires only entering information in the
appropriate dialog. The data table is not involved.
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One-5ample t-test E
‘ Calculate: * Power N |
_Test specifications LI
Hull mean: | %I
filternate mean: | Reset |
Standard deviation: | Save I]ptiunsl
filpha: 0.05
= I Help |
From: To: By :
N: | I |
Plot Tails
¥ Power vs. N M
S  1=gided
Power ref line: I & 9= ided
N ref line: I

Figure 12.2. Sample Size Dialog for One-Sample t-test

In this task, you specify whether you want to compute sample size
or power, enter values for the test hypothesis and parameters, spec-
ify the alpha level (0.05 is the default), specify whether you want a
power curve produced, and specify a range of power values or sam-
ple sizes depending on whether you are computing sample size or
power.

To enter the information for this example, follow these steps:

SelectPower.

Enter 8 as th&lull mean: value.

Enter 8.6137 as tha&lternate mean:

Enter 2.0851 as thetandard deviation:

Make sure that thAlpha: value is 0.05.

Enter 11 as the value for tlkgom: field in the line forN:

N o M

Enter 211 and 20 as the values undier andBy:, respec-
tively, in the line forN:

8. SelectPower vs. Nto produce a plot.
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9. Enter 51 as the value fo¥ ref line:
10. Selec®-sidedfor Tails if it is not already selected.

Note that you can enter multiple values in fields such ag\fpha:

and Null mean:, separated by commas or blanks, and the analysis
will be performed for all combinations of the entered values. Here,
power will be computed for sample sizes ranging from 11 to 211 in
multiples of 20.

Figure 12.3 contains the completed dialog.

One-Sample t-test m

‘ Calculate: * Power N ‘

Test specifications 0K I
Null mean: |8 Cancel |
filternate mean: |B_B13? Reset I
Standard deviation: |2.035| Save Uptiunsl
Alpha: 0.05

° I Help |
From: To: By :
N: 11 211 |20
Plot Tails
¥ Power ws. N Titles |
. C 1-sided
Power ref line: I— @ 2-= ided
H ref line: ISI

Figure 12.3. Sample Size Dialog for One-Sample t-test

Figure 12.4 contains the power computations for the sample sizes
ranging from 11 to 211.
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ﬁ Power Analysis !EI B

One-Sample t-Test
Hull Mean = 8 filternate Mean = 8.6137
Standard Deviation = 2.0851 filpha = 0.05 2-Sided Test

| v

H Power

11
31
51
71
91
111
131
151
171
191
211

o b

143
. 354
.540
.686
. 733 =
.BBY
.916
. 948
. 969
.981
.989

[—R-K-E-R-—N-R-K-N-—N-F-]

Figure 12.4. Sample Size Results for One-Sample t-test

The interpretation of a power of 0.540 fer= 51 is as follows: sup-

pose the true mean and standard deviation are 8.6137 and 2.0851,
and suppose a random sample of 51 observations is taken. Then
the probability that the hypothesis test will reject the null hypothesis
(Hop: u = 8.0) and conclude (correctly) that the alternative hypothe-
Sis (H4: u = 8.6137) is true is 0.540.

The requested plot is shown in Figure 12.5 with a reference line at
n = b1.
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One—Sample t—Test
Null Mean = 8 Alternate Mean = 8.6137
Standard Deviation = 20851 Alpha = 0.05 2—Sided Test
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N

Figure 12.5. Plot of Power versus Sample Size

More on Hypothesis Tests

In the two-sample cases, you must enter the null means of each group
and the standard deviation. In the paired case, the standard deviation
entered is the standard deviation of the differences between the two
groups. In the independent case, the standard deviation is the pooled
standard deviation, which is calculated as follows:

o [tn 08t 1S3
b (n1 + ng — 2)
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Confidence Intervals

Sample size and power calculations are available for one-sample
and two-sample paired and independent designs, when the proposed
analysis is construction of confidence intervals of a mean (one-
sample) or difference of two means (two-sample), viatttest.

To understand the power of a confidence interval, first definprite
cisionto be half the length of a two-sided confidence interval (or the
distance between the endpoint and the parameter estimate in a one-
sided interval). The power can then be considered to be the probabil-
ity that the desired precision is achieved, that is, the probability that
the length of the two-sided interval is no more than twice the desired
precision. Here, a slight modification of this concept is used. The
power is considered to be the conditional probability that the desired
precision is achieved, given that the interval includes the true value
of the parameter of interest. The reason for the modification is that
there is no reason for the interval to be particularly small if it does
not contain the true value of the parameter.

These computations assume equally sized groups.

Requesting Power Computations for a Confidence Interval in a
Paired t-test
To perform this task, select

Statistics — Sample Size— Paired Confidence Interval. ..

Figure 12.6 displays the resulting dialog.
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Paired Confidence Interval [ x|
‘ Calculate: * Pouer N ‘
0K |
_Test specifications e |
Desired precision: |
Reset |
Std dev of diff: |
filpha: |0.05 Save I]ptlnnsl
From: To: By: &I
N: I | I
Plot Interval
¥ Power vs. N Titles |
S 1=z ided
Power ref line: I & 22—z ided
N ref line: I

Figure 12.6.

Sample Size Dialog for Paired Confidence Interval

You specify whether you want to compute sample sizes or power,
enter values for desired precision and standard deviation, enter the
alpha levels, enter the sample sizes or power, and select if you want

a power curve.

To request power for a paired confidence interval where the desired
precision is 0.5 and the standard deviation is 2.462, follow these

steps:

SelectPower.

DN P

Alpha:

Enter 0.5 as thBesired precision:
Enter 2.462 as thetd dev of diff:
Enter 0.01, 0.025, 0.05, and 0.1 as values in the field for

5. Enter 11 as the value for tireom: field in the line forN:

6. Enter 211 and 5 as the values und@ler andBy:, respectively,

in the line forN:

o

. SelectPower vs. N

. Selec2-sidedfor Interval if it is not already selected.
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262 ¢ Chapter 12. Sample Size and Power Calculations
Note that you can enter multiple values in these fields, for example,
for Alpha: andDesired precision; separated by commas or blanks,
and the analysis will be performed for all combinations of the input
values. Here, power will be computed for sample sizes ranging from
11 to 211 in multiples of 5.
Figure 12.7 contains the completed dialog. Note that, because multi-
ple alpha values were entered, sets of results will be created for each
one.
‘ Calculate: * Power CHN |
0K |
Test specifications Cemmal |
Desired precision: |0.5
S5td dev of diff: |2.462 ﬂl
Alpha: [0.01 0.025 0.05 0.1 Save Options|
From: To: By : Help |
N: 11 1211 |5
Plot Interval
W Power w=. N Titles |
Power ref line: I— g;:z:g:g
H ref line: I—

Figure 12.7. Completed Sample Size Dialog for Paired Confi-

dence Interval
Figure 12.8 contains the power computations for the sample sizes
ranging from 36 to 171.
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B Power Analysis [_ (O] x|
Paired Confidence Interval ;l
Desired Precision = 0.5 Std Dev of Differences = 2.462 2-Sided Test
filpha N Power
0.025 36 <. ol
41 .ol
46 .0l
51 .01
56 .01
61 .01
i1 .01
7l .01
6 <. ol
a1 <. ol
86 0.010
a1 0.020
96 0.040
101 0.073
106 0.125
111 0.199
116 0.298
121 0.415
126 0.543
131 0.668
136 0.777
141 0.863
146 0.924
151 0.961
156 0.982
161 >.99
166 >.99
171 >.99 -
gl L

Figure 12.8. Sample Size Results for Paired Confidence Interval

The power analysis results in Figure 12.8 show that, for a two-sided
paired confidence interval where the standard deviation of the differ-
ences is 2.462, the significance levehis 0.025, the sample size is
121, and the power is 0.415. That s, 0.415 represents the probability
that a confidence interval containing the true parameter value has a
length of no more than twice the desired precision of 0.5.

The requested plot is displayed in Figure 12.9 and includes one
power curve for each specified alpha value.
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Paired Gonfidence Interval
Desired Precision = 0.5 Std Dev of Differences = 2462 2—Sided Test

0.8
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|Alpha — 01 —— 0.01 — 0.05 — 0.035 |

Figure 12.9.  Plot for Paired Confidence Interval

Equi

valence Tests

In a test of equivalence, a treatment mean and a reference mean
are compared to each other. Equivalence is taken to be the alter-
native hypothesis, and the null hypothesis is nonequivalence. The
model assumed may be additive or multiplicative. In the additive
model (Phillips 1990), the focus is on the difference between the
treatment mean and the reference mean, while in the multiplicative
model (Diletti, Hauschke, and Steinijans 1991), the focus is on the
ratio of the treatment mean to the reference mean.

In the additive model, the null hypothesis is that the difference be-
tween the treatment mean and the reference mean is not near zero.
That is, the difference is less than the lower equivalence bound or
greater than the upper equivalence bound and thus nonequivalent.
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The alternative is that the difference is between the equivalence
bounds; therefore, the two means are considered to be equivalent.

In the multiplicative model, the null hypothesis is that the ratio of the
treatment mean to the reference mean is not near one. That is, the
ratio is below the lower equivalence bound or above the upper equiv-
alence bound, and thus the two means are not equivalent. The alter-
native is that the ratio is between the bounds; thus, the two means
are considered to be equivalent.

The power of a test is the probability of rejecting the null hypothesis
when the alternative is true. In this case, the power is the probability
of accepting equivalence when the treatments are in fact equivalent,
that is, the treatment difference or ratio is within the prespecified
boundaries.

Often, the null difference is specified to be 0; the null hypothesis is
that the treatment difference is less than the lower bound or greater
than the upper bound, and the alternative is that the difference is not
outside the bounds specified. However, in a case where you suspect
that the treatments differ slightly (for example, = 6, ps = 5, 11 —

we = 1), but you want to rule out a larger difference (for example,
|1 — pe| > 2) with probability equal to the power you select, you
would specify the null difference to be 1 and the lower and upper
bounds to be-2 and 2, respectively. Note that the null difference
must lie within the bounds you specify.

Requesting Sample Sizes for Paired Samples In Equivalence
As an example of computing sample sizes for an equivalence test,
consider determining sample sizes for an additive model. The coef-
ficient of variation is 0.2, and the null differences of interest are O,
0.05, 0.10, and 0.15. The significance level under investigation is
0.05, and the power of interest in 0.80. The lower and upper equiva-
lence bounds are 0.2 and 0.2, respectively.

To perform this computation, select

Statistics — Sample Size— Paired Equivalence. ..

Figure 12.10 displays the resulting dialog.
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Paired Equivalence E
Calculate: % Power CH
DK |
Hodel : *additive CMultiplicative
Test specifications %I
Null difference: | Reset |
Coeff of wariation: | Save I]ptiunsl
Alpha: jo.o5 Help |
From: To: By :
N: | I |
Plot Equivalence bounds _
¥ Power vs. N Titles |
Power ref line: I Lower : I
M ref line: I Upper : I
Figure 12.10. Sample Size Dialog for Paired Equivalence

For this analysis, you n
coefficient of variation,
need to specify the equ

eed to input the model type, null difference,
and the usual alpha level. In addition, you
ivalence bounds.

These bounds should be chosen to be the minimum difference so
that, if the treatments differed by at least this amount, you would
consider them to be different. For the multiplicative model, enter
the bioequivalence lower and upper limits. For the additive model,
enter the bioequivalence lower and upper limits as percentages of the

upperbound

reference mea.".’“’e;i’:und and

For the null difference

HR
or ratio, specify one or more values for

the null hypothesis difference between the treatment and refer-
ence means (additive model) or the ratio of means (multiplicative
model). The null difference/ratio value must lie within the equiva-
lence bounds you specify. For the additive model, specify the null
difference as a percentage of the reference nﬁ%ﬁ“—m wherepur

is the hypothesized treatment mean, ardis the hypothesized ref-
erence mean. For the multiplicative model, calculate the null ratio as

KT
MR’
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You must also input one or more values for the coefficient of vari-
ation (c.v.). For the additive model, enter this as a percentage of

the reference mearf-, which can be estimated MSE = EFor
the multiplicative model, the coefficient of variation is defined as

Vvel@®) — 1. You can estimate by &, wheres? is the residual vari-
ance of the logarithmically transformed observations. That sgn
be estimated by/MSE from the ANOVA of the transformed ob-
servations.

To produce sample size computations for the preceding problem, fol-
low these steps:

SeleciN.

SelectAdditive.

Enter 0, 0.05, 0.10, and 0.15 as valuesNail difference:
Enter 0.20 folCoeff of variation:

Enter 0.05 as thalpha:

Enter 0.80 as thBower:

Enter—0.2 and 0.2 as the values fdrower: and Upper:,
respectively, for th&quivalence bounds

N o g s wDdh e

8. Click OK to perform the analysis.

Figure 12.11 displays the completed dialog.
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Paired Equivalence E
Calculate:  Power &N

0K

Hodel : @ Aadditive CMultiplicative 4'
_Test specifications %I
Null difference: [0 0.05 0.10 0.15 Reset |

Coeff of wariation: [0.20

Save DOptions |

Alpha: jo.o5 Help |
From: To: By :

Power : |0.30 I I

Plot Equivalence bounds _

¥ Power ws. H Titles |
Power ref line: I Lower : I_o_z
N ref line: I Upper : |0.2|

Figure 12.11. Sample Size Dialog for Paired Equivalence

The results are displayed in Figure 12.12.

E§ Sample Size Analysis !EI B
Paired Equivalence a
fidditive Model Lower Bound = =-0.2 Upper Bound = 0.2 I
CV of Differences = 0.20 filpha = 0.05
Hull

Difference Power H

0.00 0.800 19

0.05 0.800 24
0.10 0.800 51 ]

0.15 0.800 200

Figure 12.12.  Results for Paired Equivalence
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The results consist of the sample sizes for a power of 0.80 for the
values of the null difference, as displayed in Figure 12.12. These
results are for the alpha level of 0.05. For a null difference of 0.10,

the sample size is 51. For a null difference of 0.15, the sample size
jumps to 200.

One-Way ANOVA

When you are planning to analyze data from more than two groups
with a one-way ANOVA, you need to calculate your sample size and
power accordingly. These computations are available, prospectively,
for use in the planning stages of the study, using the Sample Size
task. Retrospective calculations are available, for use in the analy-
sis stage, from the One-Way ANOVA task. This section discusses
the prospective computations available in the Analyst Application,
which assume equally sized groups.

You must supply two quantities in order to produce these computa-
tions: the corrected sum of squares of means (CSS) and the standard
deviation. CSS is calculated as

G
CSS=3 (ng—n)’
g=1

where

pg = mean of theyth group
w. = overall mean

You must enter one or more values for the standard deviation, which
in this case is the square root of the Mean Squared Error (MSE).

Requesting Power Computations for ANOVA
The following is an example of calculating the power for a one-way
ANOVA with specified values of sample size. Suppose that you are
comparing three groups, the overall mean is 5.5, and the group means
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are 4.5, 5.5, and 6.5. Therefore, the corrected sum of squares of
means (CSS) is

(4.5 —5.5)%2 + (5.5 — 5.5)2 + (6.5 — 5.5)2 = 2
The standard deviation is the square root of the MSE, which is

1.4142. You are interested in studying sample sizes that range from
6 to 20.

To perform these computations, select
Statistics -+ Sample Size— One-Way ANOVA . ..

Figure 12.13 displays the resulting dialog. For this analysis, you
need to enter the number of treatments, or factor levels, the CSS of
means, the standard deviation, and the alpha level.

One-Way ANOVA [ x|

‘ Calculate: * Power N per group

| 1.4
specifications 4|

_Test

Css

# of treatments: | Cancel |

Standard deviation: | Save Uptiunsl
filpha: lo.05 Help |

N per aroup: | | |

of means: | Reset |

From: To: By :

Plot

¥ Power vs. N per group Titles |

Power ref line: I
H ref line: I

Figure 12.13. Sample Size Dialog for One-Way ANOVA
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To produce power computations for the preceding problem, follow

these steps:

SelectPower.

Enter 3 for# of treatments:

Enter 2 forCSS of means:

Enter 1.4142 foBtandard deviation:
Enter 0.05 foAlpha:

o g s~ wh P

andBy:, respectively.
7. Click OK to perform the analysis.

Enter 6, 20, and 1 for the fielé&per group:, for From:, To:,

Figure 12.14 displays the completed dialog.

One-‘Way ANDVA [ x|

‘ Calculate: * Pouer ' N per group ‘

_Test specifications LI
# of treatments: |3 Cancel |
C55 of means: |2 Reset I
Standard deviation: |I 4142 Save Uptinnsl
filpha: 0.05%

P I Help |
From: To: By :
N per group: |6 |20 I
Plot
¥ Power w=. N per group Titles |
Power ref line: I
N ref line: I

Figure 12.14.

Sample Size Dialog for One-Way ANOVA

Requested are power computations for sample sizes ranging from 6

to 20.

The results are displayed in Figure 12.15.
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B Power Analysis !EI m
One=-Hay ANOVA “
# Treatments = 3 CSS of Means = 2 —
Standard Deviation = 1.4142 filpha = 0.05
H per
Group Power
6 0.495
7 0.577
8 0.650
9 0.713
10 0.767 =
11 0.812
12 0.850
13 0.881
14 0.906
15 0.927
16 0.943
17 0.956
18 0.966
19 0.974
20 0.980 o>
g b

Figure 12.15. Results for Power Computations for One-Way
ANOVA

Note that, to achieve a minimum of 80% power, 11 units per group

would be needed.

Power Computation Details

This section provides information on how the power is computed
in the Analyst Application. When you request that sample size be
computed, the computations produce the smallest sample size that
provides the specified power.

Hypothesis Tests

The power for the one-sampietest, the paired-test, and the two-
samplet-test is computed in the usual fashion. That is, power is
the probability of correctly rejecting the null hypothesis when the
alternative is true. The sample size is the number per group; these
calculations assume equally sized groups. To compute the power of
at-test, you make use of the noncenttalistribution. The formula
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(O’Brien and Lohr 1984) is given by
Power= Prolt < t.rit, v, NC)

for a one-sided alternative hypothesis and
Power= Prolt < tcpitu, v, NC) + 1 — Prol(t < tepigr, v, NC)

for a two-sided alternative hypothesis wheris distributed as non-
centralt(NC,v).

terit = t(1—a,) 1S the (L — a) quantile of thet distribution withw df

teritu = t(1—a/2,0) 1S the (Ler/2) quantile of thet distribution withv df

teritt = t(a/2,) 1S the @/2) quantile of thet distribution withv df
For one sample and paired samples,

v=n—1 arethe df
NC = §y/n isthe noncentrality parameter

For two samples,

v=2n-—1) df
NC = -2 the noncentrality parameter
am yPp

Note thatrn equals the sample size (number per group).

The other parameters are

5— “‘“7;"0‘ for one-sample
(’“;5“2) for two-sample and paired samples
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standard deviation for one-sample
s = ¢ standard deviation of the differences for paired samples
pooled standard deviation for two samples

One-Way ANOVA

The power for the one-way ANOVA is computed in a similar manner
as for the hypothesis tests. That is, power is the probability of cor-
rectly rejecting the null (all group means are equal) in favor of the al-
ternative hypothesis (at least one group mean is not equal), when the
alternative is true. The sample size is the number per group; these
calculations assume equally sized groups. To compute the power,
you make use of the noncentfadistribution. The formula (O’Brien

and Lohr 1984) is given by

Power= Prol(F' < Fi i, v1,v2, NC)

where F' is distributed as the noncentrdl(NC, —vy, —1») and
Ferit = Fli—aum ) 1S the (L — a) quantile of theF distribution
with »; andv, degrees of freedom.

vn=r—1 is the numerator df

v =r(n—1) isthe denominator df

n is the number per group

r is the number of groups

NC = "(;# is the noncentrality parameter

CSS = Zle(ug —1.)? is the corrected sum of squares

g is the mean of theth group
L. is the overall mean
o? is estimated by the mean squared error (MSE)
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Confidence Intervals

Power calculations are available when the proposed analysis is con-
struction of confidence intervals of a mean (one-sample) or differ-
ence of two means (two-samples or paired-samples). To understand
the power of a confidence interval, first define pinecisionto be half

the length of a two-sided confidence interval (or the distance between
the endpoint and the parameter estimate in a one-sided interval). The
power can then be considered to be the probability that the desired
precision is achieved, that is, the probability that the length of the
two-sided interval is no more than twice the desired precision. Here,
a slight modification of this concept is used. The power is consid-
ered to be the conditional probability that the desired precision is
achieved, given that the interval includes the true value of the pa-
rameter of interest. The reason for the modification is that there is
no reason to want the interval to be particularly small if it does not
contain the true value of the parameter.

To compute the power of a confidence interval or an equivalence test,
you make use of Owen’s Q formula (Owen 1965). The formula is

given by
) _ V21 b tx vl
where
3 = / o(t)dt
and

Ble) = ——el+

Ve

The power of a confidence interval (Beal 1989) is given by

2[Qv(tca 07 07 B) - Qv(07 Oa 07 B)]

1— oy

Power =

SAS OnlineDocl]: Version 8



276

L

Chapter 12. Sample Size and Power Calculations

where

is the (( — «/2) quantile of at distribution with»

te =t1-a/2,)
df for a two-sided confidence interval

te = t1i—ay) is the (L — «) quantile of at distribution with v
degrees of freedom for a one-sided confidence in-
terval

a is the confidence level

S for a two-sided confidence interval
¥ 71 2a for aone-sided confidence interval

}for the one-sample and paired confidence intervals

R

I
[\~
B

|
-

) } for the two-sample confidence interval

§ = desired precision g +ha ypper bound of the interval half-length

standard deviation

Equivalence Tests

In a test of equivalence, a treatment mean and a reference mean are
compared to each other. Equivalence is taken to be the alternative
hypothesis, and the null hypothesis is nonequivalence. The power
of a test is the probability of rejecting the null hypothesis when the
alternative is true, so in this case, the power is the probability of fail-
ing to reject equivalence when the treatments are in fact equivalent,
that is, the treatment difference or ratio is within the prespecified
boundaries.
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The computational details for the power of an equivalence test (re-
fer to Phillips 1990 for the additive model; Diletti, Hauschke, and
Steinijans 1991 for the multiplicative) are as follows:

Power= Prol(t; > t(4_4,—2) andts < —t(;_, ,2)|bioequivalencg

Owen (1965) showed thét,,t2) has a bivariate noncentradlistri-
bution that can be calculated as the difference of two definite inte-
grals (Owen’s Q function):

Power= Qv(_t(l—a,u)a 52; 0, R) Qv( (1—a,v) 517 0 R)
wheret(;_,,,) is the(1 — «) quantile of a distribution withv df.

n—1  forthe one-sample test
v= n—2  forthe paired test
2(n — 1) for the two-sample test

and

01 =
09 = # for the additive model
6 = null dlfference

_ log(6)—log(b;)
T ky/log(1+V2)
M for the multiplicative model

k4/log(1+V2

6 = null ratio

V' is the coefficient of variation
b; is the lower equivalence bound
b, isthe upper equivalence bound

\/1/n for the one-sample test
R = .
\/2/n for the two-sample and paired tests
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V(91 — d2)

R=
2 ’ t(l—a,y)

For equivalence tests, alpha is usually set to 0.05, and power ranges
from 0.70 to 0.90 (often set to 0.80).

For theadditive model of equivalence, the values you must enter for
the null difference, the coefficient of variation (c.v.), and the lower
and upper bioequivalence limits must be expressed as percentages of
the reference mean. More information on specifications follow:

Calculate the null difference A%T_R—"R' wherepr is the hy-
pothesized treatment mean a,m;-f Is the hypothesized refer-
ence mean. The null difference is often in the range of 0 to
0.20.

For the coefficient of variation value,can be estimated by,
whereo? is the residual variance of the observations (MSE).
Enter the c.v. as a percentage of the reference mean, so for the
C.V., enteriR, or @ This value is often in the range of
0.05 to 0.30.

Enter the bioequivalence lower and upper limits as percentages
of the reference mean as well. That is, for the bounds, enter
lowerbound g “ppe;f;’“"d. These values are often0.2 and

0.2, respectively.

For themultiplicative model of equivalence, calculate the null ratio
as“Z whereur is the hypothesized treatment mean angis the
hypothesized reference mean. This value is often in the range of 0.80
to 1.20. More information on specifications follow:

The coefficient of variation (c.v.) is defined ade(® — 1.

You can estimate by &, wheres? is the residual variance of
the logarithmically transformed observations. Thatsis;an

be estimated by/ M SE from the ANOVA of the transformed
observations. The c.v. value is often in the range of 0.05 to
0.30.
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The bioequivalence lower and upper limits are often setto 0.80
and 1.25, respectively.
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