
Chapter 13
Multivariate Techniques

Chapter Table of Contents

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 279

Principal Components Analysis . . . . . . . . . . . . . . . . 280

Canonical Correlation . . . . . . . . . . . . . . . . . . . . . 289

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . 298



278 � Chapter 13. Multivariate Techniques

SAS OnlineDoc: Version 8



Chapter 13
Multivariate Techniques

Introduction
Multivariate analysis techniques, such as principal components anal-
ysis and canonical correlation, enable you to investigate relationships
in your data. Unlike statistical modeling, you do this without desig-
nating dependent or independent variables. In principal component
analysis, you examine relationships within a single set of variables.
In canonical correlation analysis, you examine the relationship be-
tween two sets of variables.

Figure 13.1. Multivariate Menu

The Analyst Application enables you to perform principal compo-
nents analysis and canonical correlation. The Principal Components
task enables you to compute principal components from a single set
of variables. The Canonical Correlation task enables you to examine
the relationship between two sets of variables.

The examples in this chapter demonstrate how you can use the Ana-
lyst Application to perform principal components and canonical cor-
relation analyses.
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Principal Components Analysis

The purpose of principal component analysis is to derive a small
number of independent linear combinations (principal components)
of a set of variables that retain as much of the information in the
original variables as possible.

For example, suppose you are interested in examining the relation-
ship among measures of food consumption from different sources.
The sample data setProtein records the amount of protein consumed
from nine food groups for each of 25 European countries. The nine
food groups are red meat (RedMt), white meat (WhiteMt), eggs
(Eggs), milk (Milk), fish (Fish), cereal (Cereal), starch (Starch),
nuts (Nuts), and fruits and vegetables (FruVeg).

Open the Protein Data Set
The data are provided in the Analyst Sample Library. To access this
Analyst sample data set, follow these steps:

1. SelectTools! Sample Data: : :

2. SelectProtein.

3. Click OK to create the sample data set in yourSasuser di-
rectory.

4. SelectFile! Open By SAS Name: : :

5. SelectSasuser from the list ofLibraries .

6. SelectProtein from the list of members.

7. Click OK to bring theProtein data set into the data table.

SAS OnlineDoc: Version 8



Principal Components Analysis � 281

Request the Principal Components Analysis
To perform a principal components analysis, follow these steps:

1. SelectStatistics!Multivariate ! Principal Components: : :

2. Highlight all of the quantitative variables (RedMt, WhiteMt,
Eggs, Milk, Fish, Cereal, Starch, Nuts, andFruVeg).

3. Click on theVariables button.

The goal of this analysis is to determine the principal components
of all protein sources. Therefore, all of the protein source variables
are included in theVariables list, as displayed in Figure 13.2. The
character variableCountry is an identifier variable and is omitted
from theVariables list.

Note that you can analyze a partial correlation or covariance matrix
by specifying the variables to be partialed out in thePartial list. The
full correlation matrix is used for this analysis.

Figure 13.2. Principal Components Dialog
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The default principal components analysis includes simple statistics,
the correlation matrix for the analysis variables, and the associated
eigenvalues and eigenvectors.

Request Principal Component Plots
You can use the Plots dialog to request a scree plot or component
plots. A scree plot is useful in determining the appropriate number
of components to interpret. It displays the eigenvalues on the vertical
axis and the principal component number on the horizontal axis.

To request a scree plot, follow these steps:

1. Click on thePlots button in the main dialog.

2. SelectCreate scree plot.

Figure 13.3 displays theScree Plottab, in which a scree plot of the
positive eigenvalues is requested.

Figure 13.3. Principal Components: Plots Dialog, Scree Plot Tab
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A component plot displays the component score of each observation
for a pair of components. When you specify an Id variable, the values
of that variable are also displayed in the plot.

To request a component plot in addition to the scree plot, follow
these steps.

1. Click on theComponent Plottab in the Plots dialog.

2. SelectCreate component plots.

3. Click on the down arrow in the box labeledType:

4. SelectEnhanced. An enhanced component plot displays the
variable names and values of the Id variable in the plot.

5. Select the variableCountry in the Id variable list.

6. Click on theId button to select the variableCountry as an Id
variable.

You can also enter theDimensionsfor which you want plots. For
example, to request plots of the first versus second, first versus third,
and second versus third principal components, you type the values 1
and 3.

7. Click OK .

Figure 13.4 displays theComponent Plot tab, which requests an
enhanced component plot.
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Figure 13.4. Principal Components: Plots Dialog, Component
Plot Tab

Click OK in the Principal Components dialog to perform the analy-
sis.

Review the Results
Figure 13.5 displays simple statistics and correlations among the
variables.
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Figure 13.5. Principal Components: Simple Statistics and Corre-
lations

Figure 13.6 displays the eigenvalues and eigenvectors of the correla-
tion matrix for the nine variables. The eigenvalues indicate that four
components provide a reasonable summary of the data, accounting
for about 84% of the total variance. Subsequent components each
contribute 5% or less.
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Figure 13.6. Principal Components: Eigenvectors and Eigenval-
ues

The table of eigenvectors in Figure 13.6 reveals that the first eigen-
vector has equally large loadings on all of the animal-protein vari-
ables. This suggests that the first component is primarily a measure
of animal-protein consumption. This eigenvector also has a large
loading on the variableStarch and negative loadings on the vari-
ablesCereal andNuts.

The second eigenvector has high positive loadings on the variables
Fish, Starch, andFruVeg. This component seems to account for
diets in coastal regions or warmer climates. The remaining compo-
nents are not as easily identified.

The scree plot displayed in Figure 13.7 shows a gradual decrease
in eigenvalues. However, the contributions are relatively low after
the fourth component, which agrees with the preceding conclusion
that four principal components provide a reasonable summary of the
data.
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Figure 13.7. Principal Components: Scree Plot

The following enhanced component plot (Figure 13.8) displays the
relationship between the first two components; each observation is
identified by country.
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In addition, the plot is enhanced to depict the correlations between
the variables and the components. This correlation is often called the
component loading. The amount by which each variable “loads” on
a component is measured by its correlation with the component.

Figure 13.8. Principal Components: Scores and Component
Loading Plot
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In Figure 13.8, each vector corresponds to one of the analysis vari-
ables and is proportional to its component loading. For example, the
variablesEggs, Milk, and RedMt all load heavily on the first com-
ponent. The variablesFish andFruVeg load heavily on the second
component but load very little on the first component.

The information provided by the variableCountry reveals that west-
ern European countries tend to consume protein from more expen-
sive sources (that is, meat, eggs, and milk), while countries near the
Mediterranean Sea rely more heavily on fruits, vegetables, nuts, and
fish for their protein sources. Eastern European countries rely more
on cereal crops and nuts to supply their protein.

Canonical Correlation

Canonical correlation analysis is a variation on the concept of mul-
tiple regression and correlation analysis. In multiple regression and
correlation analysis, you examine the relationship between a single
Y variable and a linear combination of a set of X variables. In canon-
ical correlation analysis, you examine the relationship between a lin-
ear combination of the set of Y variables and a linear combination of
the set of X variables.

For example, suppose that you want to determine the degree of cor-
respondence between a set of job characteristics and measures of
employee satisfaction. The sample data setJobs contains the task
characteristics and satisfaction profiles for 14 jobs. The three vari-
ables associated with job satisfaction are career track satisfaction
(Career), management and supervisor satisfaction (Supervis), and
financial satisfaction (Finance). The three variables associated with
job characteristics are task variety (Variety), supervisor feedback
(Feedback), and autonomy (Autonomy).

In this task, the canonical correlation analysis is performed, labels
are specified to identify each set of canonical variables, and a plot of
the canonical variables is requested.
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Open the Jobs Data Set
The data are provided in the Analyst Sample Library. To access this
Analyst sample data set, follow these steps:

1. SelectTools! Sample Data: : :

2. SelectJobs.

3. Click OK to create the sample data set in yourSasuser di-
rectory.

4. SelectFile! Open By SAS Name: : :

5. SelectSasuser from the list ofLibraries .

6. SelectJobs from the list of members.

7. Click OK to bring theJobs data set into the data table.

Request the Canonical Correlation Analysis
To perform a canonical correlation analysis, follow these steps:

1. SelectStatistics!Multivariate ! Canonical Correlation: : :

2. Select the job satisfaction variables (Career, Supervis, and
Finance) as the variables inSet 1.

3. Select the job characteristic variables (Variety, Feedback,
andAutonomy) as the variables inSet 2.

Figure 13.9 displays the Canonical Correlation dialog, with each of
the two sets of variables defined.
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Figure 13.9. Canonical Correlation Dialog
The default analysis includes the canonical correlations, eigenvalues,
likelihood ratios, and tests of significance.

Specify Identifying Labels
You can optionally specify labels and prefixes to identify the two
groups of calculated canonical variables. To specify labels and pre-
fixes, follow these steps:

1. Click on theStatisticsbutton in the main dialog.

2. Enter a label for each of the two sets of canonical variables.

3. Enter a prefix for each set of canonical variables. The prefix is
used to assign names to the canonical variables.

4. Click OK .

Figure 13.10 displays theCanonical Analysis tab with labels and
prefixes specified.
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Figure 13.10. Canonical Correlation: Statistics Dialog, Canonical
Analysis Tab

Request Canonical Variate Plots
To request plots of the canonical variables, follow these steps:

1. Click on thePlots button in the main dialog.

2. SelectCreate canonical variable plots.

You can also enter theCanonical variables for which you want
plots. For example, to request plots of the first, second, and third
canonical variable pairs, you would type the values 1 and 3.

3. Click OK .

Figure 13.11 displays the Plots dialog, in which plots of the first two
canonical variables are requested.
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Figure 13.11. Canonical Correlation: Plots Dialog

Click OK in the Canonical Correlation dialog to perform the analy-
sis.

Review the Results
Figure 13.12 displays the canonical correlation, adjusted canonical
correlation, approximate standard error, and squared canonical cor-
relation for each pair of canonical variables.

Figure 13.12. Canonical Correlation: Correlations and Eigenval-
ues
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The first canonical correlation (the correlation between the first pair
of canonical variables) is0:9194. This value represents the high-
est possible correlation between any linear combination of the job
satisfaction variables and any linear combination of the job charac-
teristics variables.

Figure 13.12 also displays the likelihood ratios and associated statis-
tics for testing the hypothesis that the canonical correlations in the
current row and all that follow are zero. The first approximateF
value of2:93 corresponds to the test that all three canonical correla-
tions are zero. Since thep-value is small (0:0223), you can reject
the null hypothesis at the� = 0:05 level. The second approxi-
mateF value of0:49 corresponds to the test that both the second and
the third canonical correlations are zero. Since thep-value is large
(0:7450), you fail to reject the hypothesis and conclude that only the
first canonical correlation is significant at the� = 0:05 level.

Several multivariate statistics andF test approximations are also pro-
vided. These statistics test the null hypothesis that all canonical cor-
relations are zero. The smallp-values for these tests (< 0:05), ex-
cept for Pillai’s Trace, suggest rejecting the null hypothesis that all
canonical correlations are zero.
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Figure 13.13. Canonical Correlation: Correlation Coefficients

Even though canonical variables are artificial, they can often be iden-
tified in terms of the original variables. To identify the variables,
inspect the standardized coefficients of the canonical variables and
the correlations between the canonical variables and their original
variables. Based on the results displayed in Figure 13.12, only the
first canonical correlation is significant. Thus, only the first pair of
canonical variables (Satisfy1 andCharacteristic1) need to be iden-
tified.

The standardized canonical coefficients in Figure 13.13 show that the
first canonical variable for theJob Satisfaction group is a weighted
sum of the variablesSupervis (0:7854) andCareer (0:3028), with
the emphasis onSupervis. The coefficient for the variableFinance
is near 0. Therefore, a person satisfied with his or her supervisor and
with a large degree of career satisfaction would score high on the
canonical variableSatisfaction1.
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The coefficients for theJob Characteristics variables show that de-
gree of autonomy (Autonomy) and amount of feedback (Feedback)
contribute heavily to theCharacteristic1 canonical variable (0:8403
and0:5520, respectively).

Figure 13.14 displays the table of correlations between the canon-
ical variables and the original variables. Although these univariate
correlations must be interpreted with caution, since they do not in-
dicate how the original variables contribute jointly to the canonical
analysis, they are often useful in the identification of the canonical
variables.

Figure 13.14. Canonical Correlation: Canonical Structure
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As displayed in Figure 13.14, the supervisor satisfaction variable,
Supervis, is strongly associated with theSatisfy1 canonical vari-
able (r = 0:9644). Slightly less influential is the variableCareer,
which has a correlation with the canonical variable of0:7499. Thus,
the canonical variableSatisfy1 seems to represent satisfaction with
supervisor and career track.

The correlations for the job characteristics variables show that the
canonical variableCharacteristic1 seems to represent all three mea-
sured variables, with the degree of autonomy variable (Autonomy)
being the most influential (0:8459).

Hence, you can interpret these results to mean that job characteristics
and job satisfaction are related. Jobs that possess a high degree of
autonomy and level of feedback are associated with workers who are
more satisfied with their supervisors and their careers. Additionally,
the analysis suggests that, although the financial component is a fac-
tor in job satisfaction, it is not as important as the other satisfaction-
related variables.
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Figure 13.15. Canonical Correlation: Plot of the First Canonical
Variables

The plot of the first canonical variables,Satisfy1 andCharacteris-
tic1, is displayed in Figure 13.15. The plot depicts the strength of
the relationship between the set of job satisfaction variables and the
set of job characteristic variables.
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