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Chapter 16
Repeated Measures

Introduction

Repeated measures analysis deals with response outcomes measured
on the same experimental unit at different times or under different
conditions. Longitudinal data are a common form of repeated mea-
sures in which measurements are recorded on individual subjects
over a period of time. Blood pressure measured once a week for a
month, CD4 counts tracked over a year in an AIDS clinical trial, and
per capita demand deposits over years are examples of longitudinal
data. Repeated measures can also refer to multiple measurements on
an experimental unit, such as the thickness of vertebrae in animals.

Deszcriptive L4
Tahble Analyziz...
Hupothesiz Testz

Begreszzion 4 Honparametric Onewap AMOVA, .
Multivariate L4 Factarial AMOWA, .

Survival L4 Linear Models. ..

Sample Size L4 Bepeated Meas

Indes... Mived Models...

Figure 16.1. Repeated Measures Menu

The experimental units are often subjects. In a repeated measure-
ments analysis, you are usually interested in between-subject and
within-subject effects. Between-subject effects are those whose val-
ues change only from subject to subject and remain the same for all
observations on a single subject, for example, treatment and gender.
Within-subject effects are those whose values may differ from mea-
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surement to measurement, for example, time. Usually, you are also
interested in some between-subject and within-subject interaction,
such as treatment by time.

Since measurements on the same experimental unit are likely to be
correlated, repeated measurements analysis must account for that
correlation. One way of doing this is by modeling the covariance
structure of an individual's response. T¢@mpound symmetsfruc-

ture assumes the same covariance between any two measurements
and the same variance for each measurement. However, sometimes
the covariance of measures that are close together in time is higher
than the covariance for measurements further apart. In this case,
the first-order autoregressiveovariance structure may be more ap-
propriate. Another possible covariance structuraristructured in

which you estimate different parameters for the variance of each re-
peated measurement as well as different covariance parameters for
each pair of repeated measurements.

The Repeated Measures task enables you to specify a repeated mea-
sures model with interactions and nested terms, define subject and
repeated effects, and select from a wide range of covariance struc-
tures. You can estimate least-squares means for classification effects
and output predicted values and residuals to a data set. Plots include
means plots, predicted plots, and plots of residuals versus within and
between effects. The Repeated Measures task applies methods based
on the mixed model with special parametric structures on the covari-
ance matrices.

The example in this chapter demonstrates how you can use the Re-
peated Measures task in the Analyst Application to analyze repeated
measurements data.
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Repeated Measures Analysis

The data set analyzed in this task contains data from Littell, Freund,
and Spector (1991). Subjects in the study participated in one of three
different weightlifting programs, and their strength was measured
once every other day for two weeks after they began the program.
The first program increased the number of repetitions as the subject
became stronger (RI), the second program increased the amount of
weight as subjects became stronger (WI1), and the subjects in the third
program did not participate in weightlifting (CONT). The objective

of this analysis is to investigate the effect each weightlifting program
has on increasing strength over time. This section also illustrates
how to prepare data in univariate form for this task.

Open the Weightsmult Data Set
The data are provided in the Analyst Sample Library. To open the
Weightsmult data set, follow these steps:

1. Selecftlools —+ Sample Data. . .
2. SelectWeightsmult.

3. Click OK to create the sample data set in y&asuser di-
rectory.

Selectrile — Open By SAS Name ..
SelectSasuser from the list ofLibraries.
SelecWeightsmult from the list of members.

Click OK to bring theWeightsmult data set into the data ta-
ble.

N o g &

Data Management
Figure 16.2 displays th&V/eightsmult data in multivariate form,
which means that a single row in the data table contains all re-
sponse measurements for a single subject. Hitmgram variable
defines the treatment group and takes the values ‘CONT’, ‘RI’, and
‘WI'. The Subject variable defines each subject, and the variables
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sl throughs7 contain strength measurements across time for each
subject.

Heightsmult (Browse) |

Subject | Programn | 1 | 52 | 33 | 24 | b | 6 | sf | .
1 1 CONT 85 85 86 g5 &7 B &7
2 2 CONT 80 M7 T8 M 78
3 3 CONT 78 T e WhFT
4 4 CONT 24 84 85 84 83 B4 85
5 5 COMT 80 5] 80 80 79 M 80
B B COMT 7B Mmoo |78 74
7 7 CONT 79 78 80 7880 Mo
g 8 COMT 7B 776 w75 M4
g 3 COMT 7 T8 80 80 21 80
10 10 CONT 79 Mmoo M F7 |79
1 11 CONT a1 g 80 80 80 5] 82
12 12 CONT 7 w77 w7 Fri
13 13 CONT 82 g3 a3 g3 o4 g3 a3
14 14 COMNT 84 84 A3 g2 f M 78
15 15 CONT 79 a1 21 g2 82 g2 &0
1R 1R FAMT 79 7l 7R 7777 b T T

=)

F

Figure 16.2. Weightsmult Data

In order for you to perform the repeated measures analysis using the
Analyst Application, your data must be in univariate form, which
means that each response measurement is contained in a separate
row. If your data are not in univariate form, you must create a new
data table with this structure. This can be accomplished via the Stack
Columns task in th®ata menu.

The Stack Columns task creates a new table by stacking specified
columns into a single column. The values in the other columns are
preserved in the new table, and a source column in the new data
set contains the names of the columns in the original data set that
contained the stacked values.
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You want to put the values for columns corresponding to the strength
measurement variablesl throughs7 in individual rows, so you
want to stack columnsl1—s7. To stack the columns, follow these
steps:

1. SelectData — Stack Columns. ..

2. Selecsl throughs7 and click on theStack button.
3. TypeStrength in the Stacked column:field.

4. Click OK to produce the new data set.

Stack Columns: Weightzmult ﬂ |
Subject Staeri |

C Program

=1 (1.4 |
=2
=3 Cancel |
=4
=5 Rezet |
s7 Help |

Famver |

Hew column names

Stacked column: IStrength
Source column: I_SDurl::e_

Figure 16.3. Stack Columns Dialog

The new data set is presented in the project tree undeStitek
Columns folder. TheWeightsmult with Stacked Columnsfolder
contains the new data set with tB&rength stacked column, and the
Codenode contains the SAS programming statements that generated
the data set.

If a view of the Weightsmult with Stacked Columnsdata is dis-
played, close it. Then right-click on the data set node labeled
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Weightsmult with Stacked Columns as displayed in Figure 16.4,
and selecOpento bring the new data set into the data table.

ﬁF Analyzt: [new project)

i,'!m'New Project =

EI G‘Weightsmurt Analysiz
; Wigight=mult

E} GStau:k Caolumns

E} [;'Weigkrtsmult wyith Stacked Columns

Ll 55 Meicttsmult with Stacked Columng Table | —

Wigw

L B Coc

e W imd o

Delete

Frirt

Save a%...

Save as by SAS Mame. .

Interactive Analysis

-
4| | Y

Figure 16.4. Stack Columns: Project Tree

The stacked columns data set contains two new variables. The
Strength variable contains the strength measurements, and the
_Source_ variable denotes the measurement times with seven dis-
tinct character values: s1, s2, s3, s4, sb, s6, and s7. However, in
this analysis, time needs to be numeric. You can create a numeric
variable calledlime by using the Recode Values facility.
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To create th&'ime variable, follow these steps:

SelectEdit — Mode — Edit.

SelectData — Transform — Recode Values ..
Select_Source_ as theColumn to recode

. TypeTime in the New column name:field.

. Specify the new column type by selectiNgmeric.

I

. Click OK to enter values of th&ime variable that correspond
to current values of the Source_ variable.

Recode Yalues Information: STACK n

Column to recode: |_Suurc:e_ ﬂ
Hew column name: ITimel
Hew column type: = Numer ic " Character
DK | Cancel | Help

Figure 16.5. Recode Values Information Dialog

7. Typelin theNew Value (Numeric)column cell next tsl

8. Type in the remaining numeric values corresponding to the
original values of the.Source_ column. Figure 16.6 displays
the final recoded values.

9. Click OK to create the new variable.
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Recode ¥alues: STACK m
Enter a new column value to correspond to each original
column value. |If yvou do not enter a new value, a
miszing value will be used.
(1].4 |
Qriginal Walue Mewy Yalue (Mumeric) :l

Cancel |
=1
=2 Reset |
&

Help |
=4

=5
=6
a7

- @ B W R =

Figure 16.6. Recode Values Dialog

The data set now includes a variaBliene that contains numeric val-

ues for the time of strength measurement. Because the time values
are contained in a new variable, you can delete the original vari-
able from the data set by right-clicking on th&ource_ column in

the data table and selectimlete Once you have deleted the col-
umn, the data set should contain four variabfsbject, Program,
Strength, andTime, as displayed in Figure 16.7.
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STACK (Fdit)

Subject | Prograr | Strength | Tirne |i|
1 1 CONT 85 1
2 1 COMT g5 2
3 1 CONT 85 3
4 1 CONT 85 4
] 1 COMT a7 G
E 1 CONT 8k E
7 1 CONT a7 7
g 2 CONT a0 1
9 2 CONT 79 2
10 2 COMT =] 3
11 2 CONT 78 4
12 2 CONT 78 5
13 2 COMT =] G
14 2 CONT 78 7
15 3 CONT 78 1
16 3 CONT Pl 2
17 3 CONT 77 3
18 3 COMT 7 4
B T rANT 7 ifll
il 3
Figure 16.7. Weightsuni Data

Before proceeding with the analysis, you can save the new data set

asWeightsuni by following these steps:

1. Select any cell in the data table or reselect the data set node
labeled Weightsmult with Stacked Columns in the project tree.

2. Selectrile — Save As By SAS Name..

3. TypeWeightsuni in the Member Namefield and clickSave
to save the data set.

Note that theWeightsuni data are in univariate form and should
be the same as th#&/eights data available in the Analyst Sample

Library.
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Request the Repeated Measures Analysis
To specify the Repeated Measures task, follow these steps:
1. SelectStatistics— ANOVA — Repeated Measures. .
2. SelectStrength as the dependent variable.

3. SelectSubject, Program, and Time as classification vari-
ables.

Figure 16.8 displays the dialog wistrength specified as the depen-
dent variable an@ubject, Program, andTime specified as classi-
fication variables.

Repeated Measures: Weightsuni E
Depserwdend
0K |
Strenath
- . __ Cancol |
Rezet |
i taww I {hamrd i Lat bus I
Save Dptinnsl
Subject
Program Help |
Time
Remove
Mode1 Statistics Means Predictions
Plots Titles Har iabiog

Figure 16.8. Repeated Measures Dialog

Define the Model
To perform a repeated measures analysis, you are required to spec-
ify a model, define subjects, specify a repeated effect, and select
one or more structures for modeling the covariance of the repeated
measurements. By defining a factorial structure betwemgram
andTime, you can analyze the between-subject effrctgram, the
within-subject effectTime, and the interaction betwedProgram
andTime.

Each experimental unit, a subject, needs to be uniquely identified in
the Weightsuni data set. The value of tHgubject variable for the
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first subject in each separd®eogram is 1, the value of th&ubject
variable for the second subject in eaehogram is 2, and so on.
Because subjects participating in different programs have the same
value from theSubject variable, you need to neSubject within
Program to uniquely define each subject.

To define the repeated measures model, follow these steps:
1. Click on theModel button.
. Select théSubjectstab.

2
3. SelectSubject and clickAdd.
4

. Select Program and click Nest to nest subjects within
weightlifting programs.

Repeated Measures: Model [ x| I
Subjects l Model ] Repested ] Covariance Structure ]
. - - (1].4 |
Specify the wvariable or effect that uniguely
defines the subjects. Cancel |
Independent : Reset |
Subject
Program fieded | Help |
Time
Lrags I Bawd |
Subject:
[Subiect(Proaram)
il ¥
Hamoon

Figure 16.9. Repeated Measures: Model Dialog, Subjects Tab
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5. Select théModel tab.

6. SelectProgram and Time and click Factorial to specify a
factorial arrangement, which is the main effects Fsogram
andTime and their interaction.

Repeated Measures: Model I

Subjects  Model ]Repeated] Covariance Structure]

o 0K
Standard Models I fizded | Fantor gl —I

= . Cancel |
Loy I Fobynomial |

Bawd I l“_z AI ﬂl

Help |
Independent : Effects in model:
Subject Program
Program Time
Tine Program#*Time

Homgog | [T Do not include an intercept

Figure 16.10. Repeated Measures: Model Dialog, Model Tab
7. Select thRepeatedtab.
8. SelectTime and click Add to specify measurement times as

the repeated effect.

This identifies the repeated measurement effect.
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Repeated Measures: Model I
Subjeds] Model Repested ]Co\fariance Strudure]
Select the variablez in the repeated effect. LI
Cancel |
freded |
Reset |
Independent : Repeated:
Tine Help |

Repeated effect:

[Time
Fapos | ﬂ »

Figure 16.11. Repeated Measures: Model Dialog, Repeated Tab

When analyzing repeated measures data, you must properly model
the covariance structure within subjects to ensure that inferences
about the mean are valid. Using the Repeated Measures task, you
can select from a wide range of covariance types, where the most
common types are compound symmetric, first-order autoregressive,
and unstructured. To select the covariance structure for the analysis,
follow these steps:

1. Select th&Covariance Structure tab.
2. Select th&Compound symmetry covariance structure.
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Repeated Measures: Model n I
Subjects] Model] Repeated Covariance Structure ]
. 0K |
Select 1 or more covariance structures.
Hithin-subject covariance structure Cancel I
Reset |
v Compound symmetry
[ Unstructured Help |
[” 1st-order autoregressive
[ Dther
[~ Other

Information criteria summary

I_ Frochme beeformet ion o bher ba Sy

Figure 16.12. Repeated Measures: Model Dialog, Covariance
Structure Tab

Close the Model dialog by clicking OK. When you have completed

your selections, cliclOK in the main dialog to produce your analy-
sis.

Review the Results
The results are presented in the project tree undeRigeated
Measures ANOVA folder, as displayed in Figure 16.13. The nodes
represent the repeated measures results and the SAS programming
statements (labele@ode) that generated the output.
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;F Analpzt: [new project]

ﬂgﬂ'New Project ;|

D[Weightsmurl Analysis
Iil GWeightsuni Analysis

= Weightsuni

E} G'Repeated Measures SN0 L

- Analyzis for Compound Symmetric Covariances

Code

=
4] | »]

Figure 16.13. Repeated Measures: Project Tree

You can double-click on thénalysis for Compound Symmetric
Covariancesnode in the project tree to view the results in a separate
window.
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ﬁ Analysiz for Compound Symmetric Covariances
Clazs Level Information J
Class Levels Values
Subject 21 1234567 8910111213
14 15 16 17 18 19 20 21
Program 2 CONT RI HWI
Time 7 1234567
Dimensions
Covar iance Parameters 2
Columns in X 32
Columns in 2 0
Subjects oY
Max Obs Per Subject T
Obserwvations Used 399
Observations Not Used 0
Total Observations 399 -
Kl I »IJ

Figure 16.14. Repeated Measures: Model Information

Figure 16.14 displays model information including the levels of each
classification variable in the analysis. TReogram variable has
three levels while th&ime variable has 7 levels. The “Dimensions”
table displays information about the model and matrices used in the
calculations. There are two covariance parameters estimated using
the compound symmetry model: the variance of residual error and
the covariance between two observations on the same subject. The
32 columns of th&X matrix correspond to three columns for tRo-

gram variable, seven columns for tHéme variable, 21 columns for

the Program*Time interaction, and a single column for the inter-
cept. You should always review this information to ensure that the
model has been specified correctly.
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ﬁ Analyziz for Compound Symmetric Covariances
lteration History _I
Iteration Evaluations -2 HBes Log Like Criterion
0 1 2033.88298356
1 1 1420.82019617 0.00000000
Convergence criteria net.
Covar iance Parameter Estimates
Cov Parm Subject Estimate
Ccs Subject(Program) 9.6033
Residual 1.1963
Fit Statistics
Res Log Likelihood =710.4
fikaike’s Information Criterion -f12.4
Schwarz s Bayesian Criterion -7F14.5 I;I
Kl [+

Figure 16.15. Repeated Measures: Fitting Information

Figure 16.15 displays fitting information, including the iteration his-
tory, covariance parameter estimates, and likelihood statistics. The
“Iteration History” table shows the sequence of evaluations to obtain
the restricted maximum likelihood estimates of the variance compo-
nents.
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The “Covariance Parameter Estimates” table displays estimates of
the variance component parameters. The covariance between two
measurements on the same subject is 9.6. Based on an estimated
residual variance parameter of 1.2, the overall variance of a mea-
surement is estimated to be 9.6 + 1.2 = 10.8.

ﬁ Analyzis for Compound Symmetric Covanances

Tvpe 3 Tests of Fixed Effects
Hum Den
Effect DF DF F Value Pr > F
Program 2 54 3.07 0.0548
Time 6 324 7.43 <. 0001
Program*Time 12 324 2.94 0.0005 J
o b

Figure 16.16. Repeated Measures: Tests for Fixed Effects

The “Type 3 Tests of Fixed Effects” table in Figure 16.16 contains
hypothesis tests for the significance of each of the fixed effects, that
is, those effects you specify on the Model tab. Based prvalue

of 0.0005 for theProgram*Time interaction, there is significant ev-
idence of a strong interaction between the weightlifting program and
time of measurement at tlhe= 0.05 level of significance.

Exploring Alternative Covariance Structures

Based on the assumption of the compound symmetry covariance
structure, any two measurements on the same subject have the same
covariance regardless of the length of the time interval between the
measurements. However, repeated measurements are often more
correlated when the measurements are closer in time than when they
are farther apart. In this case, compound symmetry may not be ap-
propriate, and you may want to investigate alternative covariance
structures.
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The first-order autoregressive covariance structure has the property
that observations on the same subject that are closer in time are
more highly correlated than measurements at times that are farther
apart. The first-order autoregressive covariance can be represented
by o2p¥, wherew indicates the time between two measurements,

p stands for the correlation between adjacent observations on the
same subject, ang?® stands for the variance of an observation. For
the first-order autoregressive covariance structure, the correlation be-
tween two measurements decreases exponentially as the length of
time between the measurements increases.

To fit an additional repeated measures model with a first-order au-
toregressive covariance structure, follow these steps:

1. SelectStatistics— ANOVA — Repeated Measures. .
Note that the selections for the previous analysis are still specified.

Click on theModel button.
Select theCovariance Structure tab.
Select thelst-order autoregressivestructure.

a k> wbw

SelectProvide information criteria summary to produce
a summary table of model-fit criteria for the two covariance
structures.

6. Click OK in the main dialog to produce your analysis.
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FRepeated Measures: Model m
Subjects] Model] Repeated Covariance Structure ]
. 0K |
Select 1 or more covariance structures.
Hithin-subject covariance structure Cancel |
Reset |
¥ Compound symmetry
[~ Unstructured Help |
[V Ist-order autoregressive
[~ Dther
[ Dther

Information criteria summary

¥ Produce information criteria summary

Figure 16.17. Repeated Measures: Model Dialog, Covariance
Structure tab
Although this analysis models only two different covariance struc-
tures, the Analyst Application provides a wide range of structures
to choose from, including unstructured, Huynh-Feldt, Toeplitz, and
variance components. To select other structures, click on the down
arrow next to anOther check box and choose from the resulting
drop-down list.

Double-click on theAnalysis for First Order Autoregressive Co-
variances node in the project tree to view the results in a separate
window.
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ﬁ Analysis for First Order Autoregressive Covariances

Type 3 Testz of Fixed Effects

Hum Den
Effect DF DF F Value Pr > F
Program 2 57.1 3.11 0.0524
Time [ 321 4.30 0.0003
Program*T ime 12 321 1.17 0.3008 J

Figure 16.18. Repeated Measures: Test for Fixed Effects for Au-
toregressive Covariance

Figure 16.18 displays the Type 3 tests for fixed effects based on the
first-order autoregressive covariance model. Note that withr@ue
greater than 0.30, tHerogram*Time interaction is not significant at
thea = 0.05 level of significance. The-value is different from the
p-value of the same test based on the compound symmetry covari-
ance structure, and the two models lead to different conclusions. You
can assess the model fit based on different covariance structures by
comparing criteria that is provided in the Information Criteria Sum-
mary window in Figure 16.19.

B Information Criteria Summary !EI n
Summary of Information Criteria -
fAkaike's Schwarz’s
Information Baye=sian -2 Res Log
Covariance Structure Paraneters Criterion Criterion Likel ihood
Compound symmetry 2 =-712.4 =714.5 1420.8
Ist-order autoregressive 2 -635.4 -637.4 1266.8
0 b

Figure 16.19. Repeated Measures: Information Criteria Summary

The process of selecting the most appropriate covariance structure
can be aided by comparing the Akaike’s Information Criteria (AIC)
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and Schwarz’'s Bayesian Criterion (SBC) for each model. When you
compare models with the same fixed effects but different variance
structures, the models with the highest AIC and SBC are deemed
the best. In this example, the autoregressive model has higher val-
ues for both AIC and SBC, showing considerable improvement over
the model with a compound symmetry structure. Based on the in-
formation criteria as well as the intuitively sensible property of the
correlations being larger for nearby times than for far-apart times,
the first-order autoregressive is the more suitable fit for this model.

References

Littell, R. C., Milliken, G. A., Stroup, W. W., and Wolfinger, R. D.
(1996),SAS System for Mixed ModetZary, NC: SAS Institute
Inc.

Littell, R. C., Freund, R. J., and Spector, P. C. (198AS System
for Linear Models, Third EditionCary, NC: SAS Institute Inc.

SAS Institute Inc. (1999)SAS/STAT User’'s Guide, Version ,7-1
Cary, NC: SAS Institute Inc.

SAS OnlineDocll: Version 8



The correct bibliographic citation for this manual is as follows: SAS Institute Inc.,
The Analyst Application, First Edition, Cary, NC: SAS Institute Inc., 1999. 476 pp.

The Analyst Application, First Edition
Copyright © 1999 SAS Institute Inc., Cary, NC, USA.
ISBN 1-58025-446-2

All rights reserved. Printed in the United States of America. No part of this publication
may be reproduced, stored in a retrieval system, or transmitted, by any form or by any
means, electronic, mechanical, photocopying, or otherwise, without the prior written
permission of the publisher, SAS Institute, Inc.

U.S. Government Restricted Rights Notice. Use, duplication, or disclosure of the
software by the government is subject to restrictions as set forth in FAR 52.227-19
Commercial Computer Software-Restricted Rights (June 1987).

SAS Institute Inc., SAS Campus Drive, Cary, North Carolina 27513.

1st printing, October 1999

SAS® and all other SAS Institute Inc. product or service names are registered trademarks
or trademarks of SAS Institute Inc. in the USA and other countries.® indicates USA
registration.

IBM®, ACF/VTAM®, AIX®, APPN®, MVS/ESA®, 0S/2®, 0S/390°, VM/ESA®, and VTAM®
are registered trademarks or trademarks of International Business Machines Corporation.
® indicates USA registration.

Other brand and product names are registered trademarks or trademarks of their
respective companies.

The Institute is a private company devoted to the support and further development of its
software and related services.



