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Chapter 14
Multiple Regression

You can create multiple regression models quickly using the fit variables dialog. You
can use diagnostic plots to assess the validity of the models and identify potential out-
liers and influential observations. You can save residuals and other output variables
from your models for future analysis.

Figure 14.1. Multiple Regression Analysis
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Part 2. Introduction

Creating the Analysis

The GPA data set contains data collected to determine which applicants at a large
midwestern university were likely to succeed in its computer science program. The
variableGPA is the measure of success of students in the computer science program,
and it is the response variable. Aresponse variablemeasures the outcome to be
explained or predicted.

Several other variables are also included in the study as possible explanatory variables
or predictors ofGPA. An explanatory variablemay explain variation in the response
variable. Explanatory variables for this example include average high school grades
in mathematics (HSM), English (HSE), and science (HSS) (Moore and McCabe
1989).

To begin the regression analysis, follow these steps.

=) Open theGPA data set.

=) ChooseAnalyze:Fit (Y X) .

File Edit Analyze Tables Graphs Curves Vars Help

Histogram/Bar Chart ( Y )
Box Plot/Mosaic Plot ( Y )
Line Plot ( Y X )
Scatter Plot ( Y X )
Contour Plot ( Z Y X )
Rotating Plot ( Z Y X )
Distribution ( Y )
Fit ( Y X )
Multivariate ( Y X )

Figure 14.2. Analyze Menu

The fit variables dialog appears, as shown in Figure 14.3. This dialog differs from
all other variables dialogs because it can remain visible even after you create the fit
window. This makes it convenient to add and remove variables from the model. To
make the variables dialog stay on the display, click on theApply button when you are
finished specifying the model. Each time you modify the model and use theApply
button, a new fit window appears so you can easily compare models. Clicking onOK
also displays a new fit window but closes the dialog.
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Chapter 14. Creating the Analysis

Figure 14.3. Fit Variables Dialog

=) Select the variableGPA in the list on the left, then click the Y button.
GPA appears in theY variables list.

=) Select the variablesHSM, HSS, and HSE, then click the X button.
HSM, HSS, andHSE appear in theX variables list.

Figure 14.4. Variable Roles Assigned

=) Click the Apply button.
A fit window appears, as shown in Figure 14.5.
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Part 2. Introduction

Figure 14.5. Fit Window

This window shows the results of a regression analysis ofGPA on HSM, HSS, and
HSE. The regression model for theith observation can be written as

GPAi = �0 + �1HSMi + �2HSSi + �3HSEi + �i

whereGPAi is the value ofGPA; �0 to �3 are the regression coefficients (parameters);
HSMi;HSSi, andHSEi are the values of the explanatory variables; and�i is the ran-
dom error term. The�i’s are assumed to be uncorrelated, with mean 0 and variance
�2.
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Chapter 14. Creating the Analysis

By default, the fit window displays tables for model information,Model Equation ,
Summary of Fit , Analysis of Variance , Type III Tests , andParameter Es-
timates , and a residual-by-predicted plot, as illustrated in Figure 14.5. You can
display other tables and graphs by clicking on theOutput button on the fit variables
dialog or by choosing menus as described in the section “Adding Tables and Graphs”
later in this chapter.

Model Information

Model information is contained in the first two tables in the fit analysis. The first table
displays the model specification, the response distribution, and the link function. The
Model Equation table writes out the fitted model using the estimated regression
coefficients�̂0 to �̂3:

^GPA = 2.5899 + 0.1686 HSM+ 0.0343 HSS + 0.0451 HSE

Summary of Fit

TheSummary of Fit table contains summary statistics includingRoot MSE and
R-Square . The Root MSE value is0.6998 and is the square root of the mean
square error given in theAnalysis of Variance table.Root MSE is an estimate of
� in the preceding regression model.

The R-Square value is0.2046, which means that 20% of the variation inGPA
scores is explained by the fitted model. TheSummary of Fit table also contains an
adjusted R-square value,Adj R-Sq . BecauseAdj R-Sq is adjusted for the number
of parameters in the model, it is more comparable over models involving different
numbers of parameters thanR-Square .

Analysis of Variance

TheAnalysis of Variance table summarizes information about the sources of vari-
ation in the data.Sum of Squares represents variation present in the data. These
values are calculated by summing squared deviations. In multiple regression, there
are three sources of variation:Model , Error , andC Total . C Total is the total sum
of squares corrected for the mean, and it is the sum ofModel andError . Degrees
of Freedom,DF, are associated with each sum of squares and are related in the same
way. Mean Square is theSum of Squares divided by its associatedDF (Moore
and McCabe 1989).

If the data are normally distributed, the ratio of theMean Square for theModel to
theMean Square for Error is anF statistic. This F statistic tests the null hypoth-
esis thatnoneof the explanatory variables has any effect (that is, that the regression
coefficients�1, �2, and�3 are all zero). In this case the computedF statistic (labeled
F Stat ) is 18.8606. You can use thep-value (labeledPr > F) to determine whether
to reject the null hypothesis. Thep-value, also referred to as theprobability value
or observedsignificance level, is the probability of obtaining, by chance alone, anF
statistic greater than the computedF statistic when the null hypothesis is true. The
smaller thep-value, the stronger the evidence against the null hypothesis.
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Part 2. Introduction

In this example, thep-value is so small that you can clearly reject the null hypothesis
and conclude that at least one of the explanatory variables has an effect onGPA.

Type III Tests

TheType III Tests table presents the Type III sums of squares associated with the
estimated coefficients in the model. Type III sums of squares are commonly called
partial sums of squares (for a complete discussion, refer to the chapter titled “The
Four Types of Estimable Functions” in theSAS/STAT User’s Guide). The Type III
sum of squares for a particular variable is the increase in the model sum of squares
due to adding the variable to a model that already contains all the other variables in
the model. Type III sums of squares, therefore, do not depend on the order in which
the explanatory variables are specified in the model. Furthermore, they do not yield
an additive partitioning of theModel sum of squares unless the explanatory variables
are uncorrelated (which they are not for this example).

F tests are formed from this table as explained previously in the “Analysis of
Variance” section. Note that whenDF = 1, the Type IIIF statistic for a given param-
eter estimate is equal to the square of thet statistic for the same parameter estimate.
For example, theT Stat value forHSM given in theParameter Estimates table
is 4.7494. The correspondingF Stat value in theType III Tests table is22.5569,
which is4.7494 squared.

Parameter Estimates

TheParameter Estimates table, as shown in Figure 14.5, displays the parameter
estimates and the corresponding degrees of freedom, standard deviation,t statistic,
andp-values. Using the parameter estimates, you can also write out the fitted model:

^GPA = 2.5899 + 0.1686HSM + 0.0343HSS + 0.0451HSE.

The t statistic is used to test the null hypothesis that a parameter is 0 in the model.
In this example, only the coefficient forHSM appears to be statistically significant
(p� 0.0001). The coefficients forHSS andHSE are not significant, partly because
of the relatively high correlations among the three explanatory variables. OnceHSM
is included in the model, addingHSS andHSE does not substantially improve the
model fit. Thus, their corresponding parameters are not statistically significant.

Two other statistics, tolerance and variance inflation, also appear in theParameter
Estimates table. These measure the strength of interrelationships among the ex-
planatory variables in the model. Tolerances close to 0 and large variance inflation
factor values indicate strong linear association or collinearity among the explana-
tory variables (Rawlings 1988, p. 277). For theGPA data, these statistics signal
no problems of collinearity, even forHSE andHSS, which are the two most highly
correlated variables in the data set.
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Chapter 14. Creating the Analysis

Residuals-by-Predicted Plot

SAS/INSIGHT software provides many diagnostic tools to help you decide if your
regression model fits well. These tools are based on theresidualsfrom the fitted
model. The residual for theith observation is the observed value minus the predicted
value:

GPAi � ^GPAi:

The plot of the residuals versus the predicted values is a classical diagnostic tool used
in regression analysis. The plot is useful for discovering poorly specified models or
heterogeneity of variance (Myers 1986, pp. 138–139). The plot ofR–GPA versus
P–GPA in Figure 14.5 indicates no such problems. The observations are randomly
scattered above and below the zero line, and no observations appear to be outliers.
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Part 2. Introduction

Adding Tables and Graphs

The menus at the top of the fit window enable you to add tables and graphs to the fit
window and output variables to the data window. When there is only oneX variable,
you can also fit curves as described in Chapter 13, “Fitting Curves.”

Following are some examples of tables and graphs you can add to a fit window.

Collinearity Diagnostics Table

=) ChooseTables:Collinearity Diagnostics .

File Edit Analyze Tables Graphs Curves Vars Help

✔ Model Equation
X’X Matrix

✔ Summary of Fit
✔ Analysis of Variance/Deviance

Type I/I (LR) Tests
✔ Type III (Wald) Tests

Type III (LR) Tests
✔ Parameter Estimates

C.I. (Wald) for Parameters ➤

C.I. (LR) for Parameters ➤

Collinearity Diagnostics
Estimated Cov Matrix
Estimated Corr Matrix

Figure 14.6. Tables Menu

This displays the table shown in Figure 14.7.

Figure 14.7. Collinearity Diagnostics Table
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Chapter 14. Adding Tables and Graphs

When an explanatory variable is nearly a linear combination of other explanatory
variables in the model, the estimates of the coefficients in the regression model are
unstable and have high standard errors. This problem is calledcollinearity. The
Collinearity Diagnostics table is calculated using the eigenstructure of theX 0X
matrix. See Chapter 13, “Fitting Curves,” for a complete explanation.

A collinearity problem exists when a component associated with a high condition
index contributes strongly to the variance of two or more variables. The highest
condition number in this table is17.0416. Belsley, Kuh, and Welsch (1980) propose
that a condition index of 30 to 100 indicates moderate to strong collinearity.

Partial Leverage Plots

Another diagnostic tool available in the fit window is partial leverage plots. When
there is more than one explanatory variable in a model, the relationship of the resid-
uals to one explanatory variable can be obscured by the effects of other explanatory
variables. Partial leverage plots attempt to reveal these relationships (Rawlings 1988,
pp. 265–266).

=) ChooseGraphs:Partial Leverage .

File Edit Analyze Tables Graphs Curves Vars Help

✔ Residual by Predicted
Residual Normal QQ
Partial Leverage
Surface Plot

Figure 14.8. Graphs Menu

This displays the graphs shown in Figure 14.9.

Figure 14.9. Partial Leverage Plots
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Part 2. Introduction

In each plot in Figure 14.9, the x-axis represents the residuals of the explanatory vari-
able from a model that regresses that explanatory variable on the remaining explana-
tory variables. The y-axis represents the residuals of the response variable calculated
with the explanatory variable omitted.

Two reference lines appear in each plot. One is the horizontal line Y=0, and the
other is the fitted regression line with slope equal to the parameter estimate of the
corresponding explanatory variable from the original regression model. The latter
line shows the effect of the variable when it is added to the model last. An explanatory
variable having little or no effect results in a line close to the horizontal line Y=0.

Examine the slopes of the lines in the partial leverage plots. The slopes for the plots
representingHSS andHSE are nearly 0. This is not surprising since the coefficients
for the parameter estimates of these two explanatory variables are nearly 0. You will
examine the effect of removing these two variables from the model in the section
“Modifying the Model” later in this chapter.

Curvilinear relationships not already included in the model may also be evident in
a partial leverage plot (Rawlings 1988). No curvilinearity is evident in any of these
plots.

Residual-by-Hat Diagonal Plot

The fit window contains additional diagnostic tools for examining the effect of ob-
servations. One such tool is the residual-by-hat diagonal plot.Hat diagonalrefers to
the diagonal elements of the hat matrix (Rawlings 1988). Hat diagonal measures the
leverage of each observation on the predicted value for that observation.

ChoosingFit (Y X) does not automatically generate the residual-by-hat diagonal plot,
but you can easily add it to the fit window. First, add the hat diagonal variable to the
data window.

=) ChooseVars:Hat Diag .
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Chapter 14. Adding Tables and Graphs

File Edit Analyze Tables Graphs Curves Vars Help

Hat Diag
Predicted
Linear Predictor
Predicted Surface ➤

Predicted Curves ➤

Residual
Residual Normal Quantile
Standardized Residual
Studentized Residual
Generalized Residuals ➤

Partial Leverage X
Partial Leverage Y
Cook’s D
Dffits
Covratio
Dfbetas

Figure 14.10. Vars Menu

This adds the variableH–GPA to the data window, as shown in Figure 14.11. (The
residual variable,R–GPA, is added when a residual-by-predicted plot is created.)

Figure 14.11. GPA Data Window with H–GPA Added

=) Drag a rectangle in the fit window to select an area for the new plot.
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Part 2. Introduction

Figure 14.12. Selecting an Area

=) ChooseAnalyze:Scatter Plot (Y X) .

File Edit Analyze Tables Graphs Curves Vars Help

Histogram/Bar Chart ( Y )
Box Plot/Mosaic Plot ( Y )
Line Plot ( Y X )
Scatter Plot ( Y X )
Contour Plot ( Z Y X )
Rotating Plot ( Z Y X )
Distribution ( Y )
Fit ( Y X )
Multivariate ( Y X )

Figure 14.13. Analyze Menu

This displays the scatter plot variables dialog.

=) AssignR–GPA the Y role and H–GPA the X role, then click on OK.
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Figure 14.14. Scatter Plot Variables Dialog

The plot appears in the fit window in the area you selected.

Figure 14.15. Residual by Hat Diagonal Plot

Belsley, Kuh, and Welsch (1980) propose a cutoff of2p=n for the hat diagonal values,
wheren is the number of observations used to fit the model andp is the number
of parameters in the model. Observations with values above this cutoff should be
investigated. For this example,H–GPA values over 0.036 should be investigated.
About 15% of the observations have values above this cutoff.

There are other measures you can use to determine the influence of observations.
These include Cook’s D, Dffits, Covratio, and Dfbetas. Each of these measures ex-
amines some effect of deleting theith observation.
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Part 2. Introduction

=) ChooseVars:Dffits .
A new variable,F–GPA, that contains the Dffits values is added to the data window.

Large absolute values of Dffits indicate influential observations. A general cutoff to
consider is 2. It is, thus, useful in this example to identify those observations where
H–GPA exceeds 0.036 and the absolute value ofF–GPA is greater than 2. One way
to accomplish this is by examining theH–GPA by F–GPA scatter plot.

=) ChooseAnalyze:Scatter Plot (Y X) .
This displays the scatter plot variables dialog.

=) AssignH–GPA the Y role and F–GPA the X role, then click on OK.
This displays theH–GPA by F–GPA scatter plot.

Figure 14.16. H–GPA by F–GPA Scatter Plot

None of the observations identified as potential influential observations (H–GPA >
0.036) are, in fact, influential for this model using the criterionjF–GPAj > 2.
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Chapter 14. Modifying the Model

Modifying the Model

It may be possible to simplify the model without losing explanatory power. The
change in the adjusted R-square value is one indicator of whether you are losing
explanatory power by removing a variable. The estimate forHSS has the largest
p-value,0.3619. RemoveHSS from the model and see what effect this has on the
adjusted R-square value.

From the fit variables dialog, follow these steps to request a new model withHSS
removed. Remember, if you clickApply in the variables dialog, the dialog stays on
the display so you can easily modify the regression model. You may need to rearrange
the windows on your display if the fit variables dialog is not visible.

=) SelectHSS in the X variables list, then click theRemove button.
This removesHSS from the model.

Figure 14.17. Removing the Variable HSS

=) Click the Apply button.
A new fit window appears, as shown in Figure 14.18.
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Figure 14.18. Fit Window with HSM and HSE as Explanatory Variables

Reposition the two fit windows so you can compare the two models. Notice that
the adjusted R-square value has actually increased slightly from 0.1937 to 0.1943.
Little explanatory power is lost by removingHSS. Notice that within this model the
p-value forHSE is a modest 0.0820. You can removeHSE from the new fit window
without creating a third fit window.

=) SelectHSE in the second fit window.

=) ChooseEdit:Delete in the second fit window.
This recomputes the second fit using onlyHSM as an explanatory variable.
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Figure 14.19. Fit Window with HSM as Explanatory Variable

The adjusted R-square value drops only slightly to0.1869. RemovingHSE from
the model also appears to have little effect. So, of the three explanatory variables you
considered, onlyHSM appears to have strong explanatory power.
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Saving the Residuals

One of the assumptions made in carrying out hypothesis tests in regression analysis
is that the errors are normally distributed (Myers 1986). You can use residuals to
check assumptions about errors. For this example, thestudentizedresiduals are used
because they are somewhat better than ordinary residuals for assessing normality, es-
pecially in the presence of outliers (Weisberg 1985). You can create a distribution
window to check the normality of the residuals, as described in Chapter 12, “Exam-
ining Distributions.”

=) ChooseVars:Studentized Residual .
A variable calledRT–GPA–1 is placed in the data window, as shown in Figure
14.20.

Figure 14.20. GPA Data Window with RT–GPA–1 Added

Notice the names of the last three variables. The number you see at the end of the
variable names corresponds to the number of the fit window that generated the vari-
ables. See Chapter 39, “Fit Analyses,” for detailed information about how generated
variables are named.

� Related Reading:Linear Models, Residuals, Chapter 39.
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