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Chapter 40
Multivariate Analyses

ChoosingAnalyze:Multivariate ( Y X ) gives you access to a variety ofmultivari-
ate analyses. These provide methods for examining relationships among variables
and between two sets of variables.

You can calculate correlation matrices and scatter plot matrices with confidence el-
lipses to explore relationships among pairs of variables. You can use principal compo-
nent analysis to examine relationships among several variables, canonical correlation
analysis and maximum redundancy analysis to examine relationships between two
sets of interval variables, and canonical discriminant analysis to examine relation-
ships between a nominal variable and a set of interval variables.

Figure 40.1. Multivariate Analysis
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Part 3. Introduction

Variables

To create a multivariate analysis, chooseAnalyze:Multivariate ( Y’s ) . If you have
already selected one or more interval variables, these selected variables are treated
asY variables and a multivariate analysis for the variables appears. If you have not
selected any variables, a variables dialog appears.

Figure 40.2. Multivariate Variables Dialog

Select at least oneY variable. With canonical correlation analysis and maximum
redundancy analysis, you need to select a set ofX variables. With canonical discrim-
inant analysis, you need to select a nominalY variable and a set ofX variables.

Without X variables, sums of squares and crossproducts, corrected sums of squares
and crossproducts, covariances, and correlations are displayed as symmetric matrices
with Y variables as both the row variables and the column variables. With a nominal
Y variable, these statistics are displayed as symmetric matrices withX variables as
both the row variables and the column variables. When both intervalY variables and
intervalX variables are selected, these statistics are displayed as rectangular matrices
with Y variables as the row variables andX variables as the column variables.

You can select one or morePartial variables. The multivariate analysis analyzesY
andX variables using their residuals after partialling out thePartial variables.

You can select one or moreGroup variables, if you have grouped data. This creates
one multivariate analysis for each group. You can select aLabel variable to label
observations in the plots.

You can select aFreq variable. If you select aFreq variable, each observation is
assumed to representni observations, whereni is the value of theFreq variable.

You can select aWeight variable to specify relative weights for each observation in
the analysis. The details of weighted analyses are explained in the “Method” section,
which follows, and the “Weighted Analyses” section at the end of this chapter.
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Chapter 40. Method

Method

Observations with missing values for any of thePartial variables are not used. Ob-
servations withWeight or Freq values that are missing or that are less than or equal
to 0 are not used. Only the integer part ofFreq values is used.

Observations with missing values forY or X variables are not used in the analysis ex-
cept for the computation of pairwise correlations. Pairwise correlations are computed
from all observations that have nonmissing values for any pair of variables.

The following notation is used in this chapter:

� n is the number of nonmissing observations.

� np, ny, andnx are the numbers ofPartial , Y, andX variables.

� d is the variance divisor.

� wi is theith observation weight (values of theWeight variable).

� yi andxi are theith observed nonmissing Y and X vectors.

� y andx are the sample mean vectors,
Pn

i=1 yi=n,
Pn

i=1 xi=n.

The sums of squares and crossproducts of the variables are

� Uyy =
Pn

i=1 yiy
0

i

� Uyx =
Pn

i=1 yix
0

i

� Uxx =
Pn

i=1 xix
0

i

The corrected sums of squares and crossproducts of the variables are

� Cyy =
Pn

i=1 (yi � y)(yi � y)0
� Cyx =

Pn
i=1 (yi � y)(xi � x)0

� Cxx =
Pn

i=1 (xi � x)(xi � x)0

If you select aWeight variable, the sample mean vectors are

y =
Pn

i=1wiyi=
Pn

i=1 wi x =
Pn

i=1 wixi=
Pn

i=1 wi

The sums of squares and crossproducts with aWeight variable are

� Uyy =
Pn

i=1wiyiy
0

i

� Uyx =
Pn

i=1 wiyix
0

i

� Uxx =
Pn

i=1 wixix
0

i
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Part 3. Introduction

The corrected sums of squares and crossproducts with aWeight variable are

� Cyy =
Pn

i=1wi(yi � y)(yi � y)0
� Cyx =

Pn
i=1 wi(yi � y)(xi � x)0

� Cxx =
Pn

i=1wi(xi � x)(xi � x)0

The covariance matrices are computed as

Syy = Cyy=d Syx = Cyx=d Sxx = Cxx=d

To view or change the variance divisord used in the calculation of variances and
covariances, or to view or change other method options in the multivariate analysis,
click on theMethod button from the variables dialog to display the method options
dialog.

Figure 40.3. Multivariate Method Options Dialog

The variance divisord is defined as

� d = n� np � 1 for vardef=DF, degrees of freedom

� d = n for vardef=N, number of observations

� d =
P

iwi � np � 1 for vardef=WDF, sum of weights minus number
of partial variables minus 1

� d =
P

iwi for vardef=WGT, sum of weights

By default, SAS/INSIGHT software usesDF, degrees of freedom .
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Chapter 40. Method

The correlation matricesRyy, Ryx, andRxx, containing the Pearson product-
moment correlations of the variables, are derived by scaling their corresponding co-
variance matrices:

� Ryy = D
�1
yy SyyD

�1
yy

� Ryx = D
�1
yy SyxD

�1
xx

� Rxx =D
�1
xxSxxD

�1
xx

whereDyy andDxx are diagonal matrices whose diagonal elements are the square
roots of the diagonal elements ofSyy andSxx:

� Dyy = (diag(Syy))
1=2

� Dxx = (diag(Sxx))
1=2

Principal Component Analysis

Principal component analysis was originated by Pearson (1901) and later developed
by Hotelling (1933). It is a multivariate technique for examining relationships among
several quantitative variables. Principal component analysis can be used to summa-
rize data and detect linear relationships. It can also be used for exploring polynomial
relationships and for multivariate outlier detection (Gnanadesikan 1997).

Principal component analysis reduces the dimensionality of a set of data while try-
ing to preserve the structure. Given a data set withny Y variables,ny eigenvalues
and their associated eigenvectors can be computed from its covariance or correlation
matrix. The eigenvectors are standardized to unit length.

The principal components are linear combinations of theY variables. The coefficients
of the linear combinations are the eigenvectors of the covariance or correlation matrix.
Principal components are formed as follows:

� The first principal component is the linear combination of theY variables that
accounts for the greatest possible variance.

� Each subsequent principal component is the linear combination of theY vari-
ables that has the greatest possible variance and is uncorrelated with the previ-
ously defined components.

For a covariance or correlation matrix, the sum of its eigenvalues equals thetraceof
the matrix, that is, the sum of the variances of theny variables for a covariance matrix,
andny for a correlation matrix. The principal components are sorted by descending
order of their variances, which are equal to the associated eigenvalues.
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Part 3. Introduction

Principal components can be used to reduce the number of variables in statistical
analyses. Different methods for selecting the number of principal components to
retain have been suggested. One simple criterion is to retain components with associ-
ated eigenvalues greater than the average eigenvalue (Kaiser 1958). SAS/INSIGHT
software offers this criterion as an option for selecting the numbers of eigenvalues,
eigenvectors, and principal components in the analysis.

Principal components have a variety of useful properties (Rao 1964; Kshirsagar
1972):

� The eigenvectors are orthogonal, so the principal components represent jointly
perpendicular directions through the space of the original variables.

� The principal component scores are jointly uncorrelated. Note that this prop-
erty is quite distinct from the previous one.

� The first principal component has the largest variance of any unit-length linear
combination of the observed variables. Thejth principal component has the
largest variance of any unit-length linear combination orthogonal to the first
j � 1 principal components. The last principal component has the smallest
variance of any linear combination of the original variables.

� The scores on the firstj principal components have the highest possible gen-
eralized variance of any set of unit-length linear combinations of the original
variables.

� In geometric terms, thej-dimensional linear subspace spanned by the firstj
principal components gives the best possible fit to the data points as measured
by the sum of squared perpendicular distances from each data point to the sub-
space. This is in contrast to the geometric interpretation of least squares re-
gression, which minimizes the sum of squared vertical distances. For example,
suppose you have two variables. Then, the first principal component minimizes
the sum of squared perpendicular distances from the points to the first princi-
pal axis. This is in contrast to least squares, which would minimize the sum of
squared vertical distances from the points to the fitted line.

SAS/INSIGHT software computes principal components from either the correlation
or the covariance matrix. The covariance matrix can be used when the variables
are measured on comparable scales. Otherwise, the correlation matrix should be
used. The new variables with principal component scores have variances equal to
corresponding eigenvalues (Variance=Eigenvalues ) or one (Variance=1 ). You
specify the computation method and type of output components in the method op-
tions dialog, as shown in Figure 40.3. By default, SAS/INSIGHT software uses the
correlation matrix with new variable variances equal to corresponding eigenvalues.

SAS OnlineDoc: Version 8
652



Chapter 40. Method

Principal Component Rotation

Orthogonal transformations can be used on principal components to obtain factors
that are more easily interpretable. The principal components are uncorrelated with
each other, the rotated principal components are also uncorrelated after an orthogonal
transformation. Different orthogonal transformations can be derived from maximiz-
ing the following quantity with respect to
:

nfX
j=1

0
@ nyX

i=1

b4ij �



ny

 nyX
i=1

b2ij

!2
1
A

wherenf is the specified number of principal components to be rotated (number of
factors),b2ij = r2ij=

Pnf
k=1 r

2
ik, andrij is the correlation between theith Y variable

and thejth principal component.

SAS/INSIGHT software uses the following orthogonal transformations:

Equamax 
 =
nf
2

Orthomax 


Parsimax 
 =
ny(nf�1)
(ny+nf�2)

Quartimax 
 = 0

Varimax 
 = 1

To view or change the principal components rotation options, click on theRotation
Options button in the method options dialog shown in Figure 40.3 to display the
Rotation Options dialog.

Figure 40.4. Rotation Options Dialog

You can specify the type of rotation and number of principal components to be rotated
in the dialog. By default, SAS/INSIGHT software usesVarimax rotation on the first
two components. If you specifyOrthomax , you also need to enter the
 value for
the rotation in theGamma: field.
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Canonical Correlation Analysis

Canonical correlation was developed by Hotelling (1935, 1936). Its application is
discussed by Cooley and Lohnes (1971), Kshirsagar (1972), and Mardia, Kent, and
Bibby (1979). It is a technique for analyzing the relationship between two sets of
variables. Each set can contain several variables. Multiple and simple correlation
are special cases of canonical correlation in which one or both sets contain a single
variable, respectively.

Given two sets of variables, canonical correlation analysis finds a linear combina-
tion from each set, called a canonical variable, such that the correlation between the
two canonical variables is maximized. This correlation between the two canonical
variables is the first canonical correlation. The coefficients of the linear combina-
tions are canonical coefficients or canonical weights. It is customary to normalize the
canonical coefficients so that each canonical variable has a variance of 1.

The first canonical correlation is at least as large as the multiple correlation between
any variable and the opposite set of variables. It is possible for the first canonical
correlation to be very large while all the multiple correlations for predicting one of
the original variables from the opposite set of canonical variables are small.

Canonical correlation analysis continues by finding a second set of canonical vari-
ables, uncorrelated with the first pair, that produces the second highest correlation
coefficient. The process of constructing canonical variables continues until the num-
ber of pairs of canonical variables equals the number of variables in the smaller group.

Each canonical variable is uncorrelated with all the other canonical variables of ei-
ther set except for the one corresponding canonical variable in the opposite set. The
canonical coefficients are not generally orthogonal, however, so the canonical vari-
ables do not represent jointly perpendicular directions through the space of the origi-
nal variables.

The canonical correlation analysis includes tests of a series of hypotheses that each
canonical correlation and all smaller canonical correlations are zero in the population.
SAS/INSIGHT software uses anF approximation (Rao 1973; Kshirsagar 1972) that
gives better small sample results than the usual�2 approximation. At least one of the
two sets of variables should have an approximately multivariate normal distribution
in order for the probability levels to be valid.

Canonical redundancy analysis (Stewart and Love 1968; Cooley and Lohnes 1971;
van den Wollenberg 1977) examines how well the original variables can be predicted
from the canonical variables. The analysis includes the proportion and cumulative
proportion of the variance of the set ofY and the set ofX variables explained by their
own canonical variables and explained by the opposite canonical variables. Either
raw or standardized variance can be used in the analysis.
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Chapter 40. Method

Maximum Redundancy Analysis

In contrast to canonical redundancy analysis, which examines how well the origi-
nal variables can be predicted from the canonical variables, maximum redundancy
analysis finds the variables that can best predict the original variables.

Given two sets of variables, maximum redundancy analysis finds a linear combi-
nation from one set of variables that best predicts the variables in the opposite set.
SAS/INSIGHT software normalizes the coefficients of the linear combinations so
that each maximum redundancy variable has a variance of 1.

Maximum redundancy analysis continues by finding a second maximum redundancy
variable from one set of variables, uncorrelated with the first one, that produces the
second highest prediction power for the variables in the opposite set. The process of
constructing maximum redundancy variables continues until the number of maximum
redundancy variables equals the number of variables in the smaller group.

Either raw variances (Raw Variance ) or standardized variances (Std Variance )
can be used in the analysis. You specify the selection in the method options dialog as
shown in Figure 40.3. By default, standardized variances are used.

Canonical Discriminant Analysis

Canonical discriminant analysis is a dimension-reduction technique related to princi-
pal component analysis and canonical correlation. Given a classification variable and
several interval variables, canonical discriminant analysis derivescanonical variables
(linear combinations of the interval variables) that summarize between-class variation
in much the same way that principal components summarize total variation.

Given two or more groups of observations with measurements on several interval
variables, canonical discriminant analysis derives a linear combination of the vari-
ables that has the highest possible multiple correlation with the groups. This maximal
multiple correlation is called the first canonical correlation. The coefficients of the
linear combination are the canonical coefficients or canonical weights. The variable
defined by the linear combination is the first canonical variable or canonical compo-
nent. The second canonical correlation is obtained by finding the linear combination
uncorrelated with the first canonical variable that has the highest possible multiple
correlation with the groups. The process of extracting canonical variables can be re-
peated until the number of canonical variables equals the number of original variables
or the number of classes minus one, whichever is smaller.

The first canonical correlation is at least as large as the multiple correlation between
the groups and any of the original variables. If the original variables have high within-
group correlations, the first canonical correlation can be large even if all the multiple
correlations are small. In other words, the first canonical variable can show substan-
tial differences among the classes, even if none of the original variables does.
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Part 3. Introduction

For each canonical correlation, canonical discriminant analysis tests the hypothesis
that it and all smaller canonical correlations are zero in the population. AnF ap-
proximation is used that gives better small-sample results than the usual�2 approx-
imation. The variables should have an approximate multivariate normal distribution
within each class, with a common covariance matrix in order for the probability levels
to be valid.

The new variables with canonical variable scores in canonical discriminant analysis
have either pooled within-class variances equal to one (Std Pooled Variance ) or
total-sample variances equal to one (Std Total Variance ). You specify the selection
in the method options dialog as shown in Figure 40.3. By default, canonical variable
scores have pooled within-class variances equal to one.
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Chapter 40. Output

Output

To view or change the output options associated with your multivariate analysis, click
on theOutput button from the variables dialog. This displays the output options
dialog.

Figure 40.5. Multivariate Output Options Dialog

The options you set in this dialog determine which tables and graphs appear in the
multivariate window. SAS/INSIGHT software provides univariate statistics and cor-
relation matrix tables by default.

Descriptive statistics provide tables for examining the relationships among quantita-
tive variables from univariate, bivariate, and multivariate perspectives.

Plots can be more informative than tables when you are trying to understand multi-
variate data. You can display a matrix of scatter plots for the analyzing variables. You
can also add a bivariate confidence ellipse for mean or predicted values to the scatter
plots. Using the confidence ellipses assumes each pair of variables has a bivariate
normal distribution.

With appropriate variables chosen, you can generate principal component analysis
(interval Y variables), canonical correlation analysis (interval Y, X variables), maxi-
mum redundancy analysis (interval Y, X variables), and canonical discriminant anal-
ysis (one nominal Y variable, interval X variables) by selecting the corresponding
checkbox in the Output Options dialog.
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Part 3. Introduction

Principal Component Analysis

Clicking thePrincipal Component Options button in the Output Options dialog
shown in Figure 40.5 displays the dialog shown in Figure 40.6.

Figure 40.6. Principal Components Options Dialog

The dialog enables you to view or change the output options associated with principal
component analyses and save principal component scores in the data window.

In the dialog, you need to specify the number of components when selecting tables
of Eigenvectors , Correlations (Structure) , Covariances , Std Scoring Co-
efs , andRaw Scoring Coefs . Automatic uses principal components with corre-
sponding eigenvalues greater than the average eigenvalue. By default, SAS/INSIGHT
software displays a plot of the first two principal components, a table of all the eigen-
values, and a table of correlations between theY variables and principal components
with corresponding eigenvalues greater than the average eigenvalue.

You can generate principal component rotation analysis by selecting theCompo-
nent Rotation checkbox in the dialog.
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Principal Component Rotation

Clicking theRotation Options button in thePrincipal Components Options
dialog shown in Figure 40.6 displays theRotation Options dialog shown in Figure
40.7.

Figure 40.7. Principal Components Rotation Options Dialog

The number of components rotated is specified in thePrincipal Components Ro-
tation Options dialog shown in Figure 40.4. By default, SAS/INSIGHT software
displays a plot of the rotated components (when the specified number is two or three),
a rotation matrix table, and a table of correlations between theY variables and rotated
principal components.
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Canonical Correlation Analysis

Clicking theCanonical Correlation Options button in the Output Options dialog
shown in Figure 40.5 displays the dialog shown in Figure 40.8.

Figure 40.8. Canonical Correlation Options Dialog

This dialog enables you to view or change the options associated with canonical
correlation analyses and save maximum redundancy variable scores in the data win-
dow. You specify the number of components when selecting tables ofCorrelations
(Structure) , Std Scoring Coefs , Raw Scoring Coefs , Redundancy (Raw
Variance) , andRedundancy (Std Variance) .

By default, SAS/INSIGHT software displays a plot of the first two canonical vari-
ables, plots of the first two pairs of canonical variables, a canonical correlations ta-
ble, and a table of correlations between theY, X variables and the first two canonical
variables from bothY variables andX variables.
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Maximum Redundancy Analysis

Clicking theMaximum Redundancy Options button in the Output Options dia-
log shown in Figure 40.5 displays the dialog shown in Figure 40.9.

Figure 40.9. Maximum Redundancy Options Dialog

This dialog enables you to view or change the options associated with canonical
correlation analyses and save maximum redundancy variable scores in the data win-
dow. You specify the number of components when selecting tables ofCorrelations
(Structure) , Covariances , Std Scoring Coefs , andRaw Scoring Coefs .

By default, SAS/INSIGHT software displays a plot of the first two canonical redun-
dancy variables, a canonical redundancy table, and a table of correlations between the
Y, X variables and the first two canonical redundancy variables from bothY variables
andX variables.
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Canonical Discriminant Analysis

Clicking theCanonical Discriminant Options button in the Output Options dia-
log shown in Figure 40.5 displays the dialog shown in Figure 40.10.

Figure 40.10. Canonical Discriminant Options Dialog

You specify the number of components when selecting tables ofCorrelations
(Structure) , Std Scoring Coefs , andRaw Scoring Coefs .

By default, SAS/INSIGHT software displays a plot of the first two canonical vari-
ables, a bar chart for the nominalY variable, a canonical correlation table, and a table
of correlations between theX variables and the first two canonical variables.
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Tables

You can generate tables of descriptive statistics and output from multivariate analyses
by setting options in output options dialogs, as shown in Figure 40.5 to Figure 40.10,
or by choosing from theTables menu shown in Figure 40.11.

File Edit Analyze Tables Graphs Curves Vars Help

✔ Univariate
SSCP
CSSCP
COV

✔ CORR
CORR P-Values
CORR Inverse
Pairwise CORR
Principal Components...
Component Rotation...
Canonical Correlations...
Maximum Redundancy...
Canonical Discrimination...

Figure 40.11. Tables Menu

Univariate Statistics

TheUnivariate Statistics table, as shown in Figure 40.12 contains the following
information:

� Variable is the variable name.

� N is the number of nonmissing observations,n.

� Mean is the variable mean,y or x.

� Std Dev is the standard deviation of the variable, the square root of the corre-
sponding diagonal element ofSyy or Sxx.

� Minimum is the minimum value.

� Maximum is the maximum value.

� Partial Std Dev (with selectedPartial variables) is the partial standard devi-
ation of the variable after partialling out thePartial variables.

Sums of Squares and Crossproducts

TheSums of Squares and Crossproducts (SSCP) table, as illustrated by Fig-
ure 40.12, contains the sums of squares and crossproducts of the variables.
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Part 3. Introduction

Corrected Sums of Squares and Crossproducts

The Corrected Sums of Squares and Crossproducts (CSSCP) table, as
shown in Figure 40.12, contains the sums of squares and crossproducts of the vari-
ables corrected for the mean.

Figure 40.12. Univariate Statistics, SSCP, and CSSCP Tables

Covariance Matrix

The Covariance Matrix (COV) table, as shown in Figure 40.13, contains the es-
timated variances and covariances of the variables, with their associated degrees of
freedom. The variance measures the spread of the distribution around the mean, and
the covariance measures the tendency of two variables to linearly increase or decrease
together

Correlation Matrix

TheCorrelation Matrix (CORR) table contains the Pearson product-moment cor-
relations of theY variables, as shown in Figure 40.13. Correlation measures the
strength of the linear relationship between two variables. A correlation of 0 means
that there is no linear association between two variables. A correlation of 1 (-1) means
that there is an exact positive (negative) linear association between the two variables.
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Figure 40.13. COV and CORR Tables

P-Values of the Correlations

The P-Values of the Correlations table contains thep-value of each correla-
tion under the null hypothesis that the correlation is 0, assuming independent and
identically distributed (unless weights are specified) observations from a bivariate
distribution with at least one variable normally distributed. This table is shown in
Figure 40.14. Eachp-value in this table can be used to assess the significance of the
corresponding correlation coefficient.

Thep-value of a correlationr is obtained by treating the statistic

t =
p
n� 2

rp
1� r2

as having a Student’st distribution withn� 2 degrees of freedom. Thep-value of the
correlationr is the probability of obtaining a Student’st statistic greater in absolute
value than the absolute value of the observed statistict.

With partial variables, thep-value of a correlation is obtained by treating the statistic

t =
p
n� np � 2

rp
1� r2

as having a Student’st distribution withn� np � 2 degrees of freedom.
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Inverse Correlation Matrix

For a symmetric correlation matrix, theInverse Correlation Matrix table contains
the inverse of the correlation matrix, as shown in Figure 40.14.

The diagonal elements of the inverse correlation matrix, sometimes referred to as
variance inflation factors, measure the extent to which the variables are linear com-
binations of other variables. Thejth diagonal element of the inverse correlation ma-
trix is 1=(1 � R2

j), whereR2
j is the squared multiple correlation of thejth variable

with the other variables. Large diagonal elements indicate that variables are highly
correlated.

When a correlation matrix is singular (less than full rank), some variables are linear
functions of other variables, and a g2 inverse for the matrix is displayed. The g2
inverse depends on the order in which you select the variables. A value of 0 in thejth
diagonal indicates that thejth variable is a linear function of the previous variables.

Figure 40.14. P-values of Correlations and Inverse Correlation Matrix

SAS OnlineDoc: Version 8
666



Chapter 40. Tables

Pairwise Correlations

SAS/INSIGHT software drops an observation with a missing value for any variable
used in the analysis from all calculations. ThePairwise CORR table gives corre-
lations that are computed from all observations that have nonmissing values for any
pair of variables. Figure 40.15 shows a table of pairwise correlations.

Figure 40.15. Pairwise CORR Table
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Principal Component Analysis

You can generate tables of output from principal component analyses by setting op-
tions in the principal component options dialog shown in Figure 40.6 or from the
Tables menu shown in Figure 40.11. SelectPrincipal Components from theTa-
bles menu to display the principal component tables dialog shown in Figure 40.16.

Figure 40.16. Principal Component Tables Dialog

ChooseAutomatic to display principal components with eigenvalues greater than
the average eigenvalue. Selecting1, 2, or3 gives you 1, 2, or 3 principal components.
All gives you all eigenvalues. Selecting0 in the principal component options dialog
suppresses the principal component tables.

TheEigenvalues (COV) or Eigenvalues (CORR) table includes the eigenvalues
of the covariance or correlation matrix, the difference between successive eigenval-
ues, the proportion of variance explained by each eigenvalue, and the cumulative
proportion of variance explained.

Eigenvalues correspond to each of the principal components and represent a parti-
tioning of the total variation in the sample. The sum of all eigenvalues is equal to
the sum of all variable variances if the covariance matrix is used or to the number of
variables,p, if the correlation matrix is used.

TheEigenvectors (COV) or Eigenvectors (CORR) table includes the eigenvec-
tors of the covariance or correlation matrix. Eigenvectors correspond to each of the
principal components and are used as the coefficients to form linear combinations of
theY variables (principal components).
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Figure 40.17 shows tables of all eigenvalues and eigenvectors for the first two princi-
pal components.

Figure 40.17. Eigenvalues and Eigenvectors Tables

The Correlations (Structure) andCovariances tables include the correlations
and covariances, respectively, between theY variables and principal components. The
correlation and covariance matrices measure the strength of the linear relationship
between the derived principal components and each of theY variables. Figure 40.18
shows the correlations and covariances between theY variables and the first two
principal components.

Figure 40.18. Correlations and Covariances Tables
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The scoring coefficients are the coefficients of theY variables used to generate prin-
cipal components. TheStd Scoring Coefs table includes the scoring coefficients
of the standardizedY variables, and theRaw Scoring Coefs table includes the
scoring coefficients of the centeredY variables.

The regression coefficients are the coefficients of principal components used to gen-
erate estimatedY variables. TheStd Reg Coefs (Pattern) andRaw Reg Coefs
tables include the regression coefficients of principal components used to generate
estimated standardized and centeredY variables. Figure 40.19 shows the regression
coefficients of the principal components for the standardizedY variables, as well
as the scoring coefficients of the standardizedY variables for the first two principal
components.

Figure 40.19. Regression Coefficients and Scoring Coefficients Tables
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Principal Components Rotation

You can generate tables of output from principal component rotation by setting op-
tions in theRotation Options dialog shown in Figure 40.7 or from theTables
menu shown in Figure 40.11. SelectComponent Rotation from theTables menu
to display the principal component rotation dialog shown in Figure 40.20.

Figure 40.20. Principal Components Rotation Dialog

You specify the number of components and type of rotation in theRotation Op-
tions dialog, as shown in Figure 40.4.

TheOrthogonal Rotation Matrix is the orthogonal rotation matrix used to com-
pute the rotated principal components from the standardized principal components.

The Correlations (Structure) andCovariances tables include the correlations
and covariances between theY variables and the rotated principal components.

Figure 40.21 shows the rotation matrix and correlations and covariances between the
Y variables and the first two rotated principal components.

The scoring coefficients are the coefficients of theY variables used to generate rotated
principal components. TheStd Scoring Coefs table includes the scoring coeffi-
cients of the standardizedY variables, and theRaw Scoring Coefs table includes
the scoring coefficients of the centeredY variables.

TheCommunality Estimates table gives the standardized variance of eachY vari-
able explained by the rotated principal components.

The Redundancy table gives the variances of the standardizedY variables ex-
plained by each rotated principal component.

Figure 40.22 shows the scoring coefficients of the standardizedY variables, commu-
nality estimates for theY variables, and redundancy for each rotated component.
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Figure 40.21. Rotation Matrix, Correlation, and Covariance Tables

Figure 40.22. Scoring Coefficients, Communality, and Redundancy Tables
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Canonical Correlation Analysis

You can generate tables of output from canonical correlation analyses by setting op-
tions in the Canonical Correlation Options dialog shown in Figure 40.8 or from the
Tables menu shown in Figure 40.11. SelectCanonical Correlations from the
Tables menu to display the canonical correlation dialog shown in Figure 40.23.

Figure 40.23. Canonical Correlation Dialog

TheCanonical Correlations table contains the following:

� CanCorr , the canonical correlations, which are always nonnegative

� Adj. CanCorr , the adjusted canonical correlations, which are asymptotically
less biased than the raw correlations and may be negative. The adjusted canon-
ical correlations may not be computable, and they are displayed as missing
values if two canonical correlations are nearly equal or if some are close to
zero. A missing value is also displayed if an adjusted canonical correlation is
larger than a previous adjusted canonical correlation.

� Approx Std. Error , the approximate standard errors of the canonical corre-
lations

� CanRsq , the squared canonical correlations

� Eigenvalues , the eigenvalues of the matrixR�1
yy RyxR

�1
xxR

0

yx. These eigen-
values are equal toCanRsq=(1�CanRsq), whereCanRsq is the correspond-
ing squared canonical correlation. Also printed for each eigenvalue is the dif-
ference from the next eigenvalue, the proportion of the sum of the eigenvalues,
and the cumulative proportion.

� Test for H0: CanCorrj=0, j>=k , the likelihood ratio for the hypothesis that
the current canonical correlation and all smaller ones are zero in the population

� Approx F based on Rao’s approximation to the distribution of the likelihood
ratio

� Num DF andDen DF (numerator and denominator degrees of freedom) and
Pr > F (probability level) associated with theF statistic
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Figure 40.24 shows tables of canonical correlations.

Figure 40.24. Canonical Correlations Tables

TheCorrelations (Structure) table includes the correlations between the inputY,
X variables and canonical variables.

The scoring coefficients are the coefficients of theY or X variables that are used to
compute canonical variable scores. TheStd Scoring Coefs table includes the scor-
ing coefficients of the standardizedY or X variables and theRaw Scoring Coefs
table includes the scoring coefficients of the centeredY or X variables.

Figure 40.25 shows a table of correlations between theY, X variables and the first two
canonical variables from theY andX variables and the tables of scoring coefficients
of the standardizedY andX variables.
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Figure 40.25. Correlations and Scoring Coefficients Tables

The Redundancy table gives the canonical redundancy analysis, which includes
the proportion and cumulative proportion of the raw (unstandardized) and the stan-
dardized variance of the set ofY and the set ofX variables explained by their own
canonical variables and explained by the opposite canonical variables. Figure 40.26
shows tables of redundancy of standardizedY andX variables.

Figure 40.26. Redundancy Tables
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Maximum Redundancy Analysis

You can generate tables of output from maximum redundancy analysis by setting
options in the Maximum Redundancy Options dialog shown in Figure 40.9 or from
theTables menu shown in Figure 40.11. SelectMaximum Redundancy from the
Tables menu to display the maximum redundancy dialog shown in Figure 40.27.

Figure 40.27. Maximum Redundancy Dialog

Either the raw (centered) or standardized variance is used in the maximum redun-
dancy analysis, and it is specified in the Multivariate Method Options dialog in Figure
40.3. TheRedundancy table includes the proportion and cumulative proportion of
the variance of the set ofY variables and the set ofX variables explained by the oppo-
site canonical variables. Figure 40.28 shows tables of redundancy of the standardized
Y andX variables.

Figure 40.28. Maximum Redundancy Tables
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The Correlations (Structure) or Covariances table includes the correlations
or covariances between theY, X variables and the maximum redundancy variables.
Figure 40.29 shows the correlations and covariances between theY, X variables and
the first two maximum redundancy variables from theY variables and theX variables.

Figure 40.29. Correlation and Covariance Tables

The scoring coefficients are the coefficients of theY or X variables that are used to
compute maximum redundancy variables. TheStd Scoring Coefs table includes
the scoring coefficients of the standardizedY or X variables, and theRaw Scoring
Coefs table includes the scoring coefficients of the centeredY or X variables. Figure
40.30 shows tables of the scoring coefficients of the standardizedY andX variables.

Figure 40.30. Standardized Scoring Coefficients Tables
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Canonical Discriminant Analysis

You can generate tables of output from canonical discriminant analyses by setting op-
tions in the Canonical Discriminant Options dialog shown in Figure 40.10 or from the
Tables menu shown in Figure 40.11. SelectCanonical Discrimination from the
Tables menu to display the canonical discriminant analysis dialog shown in Figure
40.31.

Figure 40.31. Canonical Discriminant Analysis Dialog

TheCanonical Correlations table, as shown in Figure 40.32, contains the follow-
ing:

� CanCorr , the canonical correlations, which are always nonnegative

� Adj. CanCorr , the adjusted canonical correlations, which are asymptotically
less biased than the raw correlations and may be negative. The adjusted canon-
ical correlations may not be computable and are displayed as missing values
if two canonical correlations are nearly equal or if some are close to zero. A
missing value is also displayed if an adjusted canonical correlation is larger
than a previous adjusted canonical correlation.

� Approx Std. Error , the approximate standard errors of the canonical corre-
lations

� CanRsq , the squared canonical correlations

� Eigenvalues , eigenvalues of the matrixE�1H, whereE is the matrix of
the within-class sums of squares and crossproducts andH is the matrix of the
between-class sums of squares and crossproducts. These eigenvalues are equal
toCanRsq=(1�CanRsq), whereCanRsq is the corresponding squared canon-
ical correlation. Also displayed for each eigenvalue is the difference from the
next eigenvalue, the proportion of the sum of the eigenvalues, and the cumula-
tive proportion.
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� Test for H0: CanCorrj=0, j>=k , the likelihood ratio for the hypothesis that
the current canonical correlation and all smaller ones are zero in the population

� Approx F based on Rao’s approximation to the distribution of the likelihood
ratio

� Num DF andDen DF (numerator and denominator degrees of freedom) and
Pr > F (probability level) associated with theF statistic

Figure 40.32. Canonical Correlations Tables

TheCorrelations (Structure) table includes the correlations between the inputX
variables and the canonical variables. The scoring coefficients are the coefficients of
theX variables that are used to compute canonical variable scores. TheStd Scoring
Coefs table includes the scoring coefficients of the standardizedX variables, and
the Raw Scoring Coefs table includes the scoring coefficients of the centeredX
variables.
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Figure 40.33 shows tables of correlations between theX variables and the first two
canonical variables, and the scoring coefficients of the standardizedX variables.

Figure 40.33. Correlations and Scoring Coefficients Tables
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Graphs

You can create a scatter plot matrix and plots corresponding to various multivariate
analyses by setting options in the Output Options dialogs, as shown in Figure 40.5 to
Figure 40.10, or by choosing from theGraphs menu, as shown in Figure 40.34.

File Edit Analyze Tables Graphs Curves Vars Help

Scatter Plot Matrix
Principal Components...
Component Rotation ➤

Canonical Correlations ➤

Maximum Redundancy...
Canonical Discrimination ➤

Figure 40.34. Graphs Menu

Scatter Plot Matrix

Scatter plots are displayed for pairs of variables. WithoutX variables, scatter plots are
displayed as a symmetric matrix containing each pair ofY variables. With a nominal
Y variable, scatter plots are displayed as a symmetric matrix containing each pair ofX
variables. When both intervalY variables and intervalX variables are selected, scatter
plots are displayed as a rectangular matrix withY variables as the row variables and
X variables as the column variables.
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Figure 40.35 displays part of a scatter plot matrix with 80% prediction confidence
ellipses.

Figure 40.35. Scatter Plot Matrix with 80% Prediction Confidence Ellipses

Principal Component Plots

You can use principal component analysis to transform theY variables into a smaller
number of principal components that account for most of the variance of theY vari-
ables. The plots of the first few components can reveal useful information about the
distribution of the data, such as identifying different groups of the data or identifying
observations with extreme values (possible outliers).
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You can request a plot of the first two principal components or the first three principal
components from the Principal Components Options dialog, shown in Figure 40.6, or
from theGraphs menu, shown in Figure 40.34. SelectPrincipal Components
from theGraphs menu to display thePrincipal Component Plots dialog.

Figure 40.36. Principal Component Plots Dialog

In the dialog, you choose a principal component scatter plot (Scatter Plot ), a princi-
pal component biplot with standardizedY variables (Biplot (Std Y) ), or a principal
component biplot with centeredY variables (Biplot (Raw Y) ).

A biplot is a joint display of two sets of variables. The data points are first displayed
in a scatter plot of principal components. With the approximatedY variable axes
also displayed in the scatter plot, the data values of theY variables are graphically
estimated.

TheY variable axes are generated from the regression coefficients of theY variables
on the principal components. The lengths of the axes are approximately proportional
to the standard deviations of the variables. A closer parallel between aY variable
axis and a principal component axis indicates a higher correlation between the two
variables.

For aY variableY1, theY1 variable value of a data point y in a principal component
biplot is geometrically evaluated as follows:

� A perpendicular is dropped from point y onto theY1 axis.

� The distance from the origin to this perpendicular is measured.

� The distance is multiplied by the length of theY1 axis; this gives an approxi-
mation of theY1 variable value for point y.
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Two sets of variables are used in creating principal component biplots. One set is the
Y variables. Either standardized or centeredY variables are used, as specified in the
Principal Component Plots dialog, shown in Figure 40.36.

The other set is the principal component variables. These variables have variances
either equal to one or equal to corresponding eigenvalues. You specify the principal
component variable variance in the Multivariate Method Options dialog, shown in
Figure 40.3.

y Note: A biplot with principal component variable variances equal to one is called a
GH’ biplot, and a biplot with principal component variable variances equal to corre-
sponding eigenvalues is called aJK’ biplot.

A biplot is a useful tool for examining data patterns and outliers. Figure 40.37 shows
a biplot of the first two principal components from the correlation matrix and a ro-
tating plot of the first three principal components. The biplot shows that the variable
SEPALWID (highlighted axis) has a moderate negative correlation with PCR1 and a
high correlation with PCR2.

Figure 40.37. Principal Component Plots
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Component Rotation Plots

You can request a plot of the rotated principal components from the Principal Com-
ponents Rotation Options dialog, shown in Figure 40.7, or from theComponent
Rotation menu, shown in Figure 40.38.

File Edit Analyze Tables Graphs Curves Vars Help

Scatter Plot Matrix
Principal Components...
Component Rotation ➤

Canonical Correlations ➤

Maximum Redundancy...
Canonical Discrimination ➤

Scatter Plot
Biplot (Std Y)
BiPlot (Raw Y)

Figure 40.38. Component Rotation Menu
In the menu, you select a rotated component scatter plot (Scatter Plot ), a rotated
component biplot with standardizedY variables (Biplot (Std Y) ), or a rotated com-
ponent biplot with centeredY variables (Biplot (Raw Y) ).

In a component rotation plot, the data points are displayed in a scatter plot of rotated
principal components. With the approximatedY variable axes also displayed in the
scatter plot, the data values of theY variables are graphically estimated, as described
previously in the “Principal Component Plots” section.

Figure 40.39 shows a biplot of the rotated first two principal components with stan-
dardizedY variables. The biplot shows that the variableSEPALWID (highlighted
axis) has a high correlation withRT2 and that the other threeY variables all have
high correlations withRT1.

Figure 40.39. Rotated Principal Component Biplots
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Canonical Correlation Plots

You can request pairwise canonical variable plots and a plot of the first two canonical
variables or the first three canonical variables from each variable set from the Canon-
ical Correlation Options dialog, shown in Figure 40.8, or from theGraphs menu,
shown in Figure 40.40.

� � � Graphs Curves Vars Help

Scatter Plot Matrix
Principal Components...
Component Rotation ➤

Canonical Correlations ➤

Maximum Redundancy...
Canonical Discrimination ➤

Pairwise Plot ➤

Canonical Plot...
1
2
3
All
Other...

Figure 40.40. Canonical Correlations Menu

Figure 40.41 shows scatter plots of the first two pairs of canonical variables. The first
scatter plot shows a high canonical correlation (0:7956) between canonical variables
CX1 andCY1 and the second scatter plot shows a low correlation (0:2005) between
CX2 andCY2.

Figure 40.41. Canonical Correlation Pairwise Plots
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SelectCanonical Plot from theCanonical Correlations menu in Figure 40.40
to display a Canonical Correlation Component Plots dialog.

Figure 40.42. Canonical Correlation Component Plots Dialog

In the dialog, you choose a canonical correlation component scatter plot (Scatter
Plot ), a component biplot with standardizedY andX variables (Biplot (Std Y X) ),
or a component biplot with centeredY andX variables (Biplot (Raw Y X) ).

In a canonical correlation component biplot, the data points are displayed in a scatter
plot of canonical correlation components. With the approximatedY andX variable
axes also displayed in the scatter plot, the data values of theY andX variables are
graphically estimated, as described previously in the “Principal Component Plots”
section.

Figure 40.43 shows a biplot of the first two canonical variables from theY vari-
able sets with standardizedY andX variables. The biplot shows that the variables
WEIGHT and WAIST (highlighted axes) have positive correlations with CY1 and
negative correlations with CY2. The other four variables have negative correlations
with CY1 and positive correlations with CY2.
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Figure 40.43. Canonical Correlation Component Biplot
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Maximum Redundancy Plots

You can request a plot of the first two canonical variables or the first three canoni-
cal variables from each variable set from the Maximum Redundancy Options dialog,
shown in Figure 40.9, or from theGraphs menu, shown in Figure 40.34. Select
Maximum Redundancy from theGraphs menu to display a Maximum Redun-
dancy Component Plots dialog.

Figure 40.44. Maximum Redundancy Component Plots Dialog

In the dialog, you choose a maximum redundancy component scatter plot (Scatter
Plot ), a component biplot with standardizedY andX variables (Biplot (Std Y X) ),
or a component biplot with centeredY andX variables (Biplot (Raw Y X) ).

In a maximum redundancy component biplot, the data points are displayed in a scatter
plot of maximum redundancy components. With the approximatedY andX variable
axes also displayed in the scatter plot, the data values of theY andX variables are
graphically estimated, as described previously in the “Principal Component Plots”
section.

Figure 40.45 shows scatter plots of the first two canonical variables from each set of
variables. The canonical variables in each plot are uncorrelated.
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Figure 40.45. Maximum Redundancy Component Scatter Plots
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Canonical Discrimination Plots

You can request a bar chart for theY variable and a plot of the first two canonical
variables or the first three canonical variables from the canonical discriminant options
dialog, shown in Figure 40.10, or from theGraphs menu, shown in Figure 40.46.

File Edit Analyze Tables Graphs Curves Vars Help

Scatter Plot Matrix
Principal Components...
Component Rotation ➤

Canonical Correlations ➤

Maximum Redundancy...
Canonical Discrimination ➤ Y Var Bar Chart

Component Plot...

Figure 40.46. Canonical Discrimination Menu

Figure 40.47 shows a bar chart for the variableSPECIES.

Figure 40.47. Y Var Bar Chart

SelectComponent Plot from theCanonical Discriminant menu in Figure 40.48
to display a Canonical Discriminant Component Plots dialog.
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Figure 40.48. Canonical Discriminant Component Plots Dialog

In the dialog, you choose a canonical discriminant component scatter plot (Scat-
ter Plot ), a component biplot with standardizedX variables (Biplot (Std X) ), or a
component biplot with centeredX variables (Biplot (Raw X) ).

In a canonical discriminant component biplot, the data points are displayed in a scat-
ter plot of canonical discriminant components. With the approximatedX variable
axes also displayed in the scatter plot, the data values of theX variables are graphi-
cally estimated, as described previously in the “Principal Component Plots” section.

Figure 40.49 shows a biplot of the first two canonical variables from theX vari-
able set with centeredX variables. The biplot shows that the variable SEPALWID
(highlighted axis) has a moderate negative correlation with CX1 and the other three
variables have high correlation with CX1.

y Note: Use caution when evaluating distances in the biplot when the axes do not have
comparable scales.
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Figure 40.49. Canonical Discrimination Component Plot
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Confidence Ellipses

SAS/INSIGHT software provides two types of confidence ellipses for pairs of anal-
ysis variables. One is a confidence ellipse for the population mean, and the other is
a confidence ellipse for prediction. A confidence ellipse for the population mean is
displayed with dashed lines, and a confidence ellipse for prediction is displayed with
dotted lines.

Using these confidence ellipses assumes that each pair of variables has a bivariate
normal distribution. LetZ andSbe the sample mean and the unbiased estimate of the
covariance matrix of a random sample of sizen from a bivariate normal distribution
with mean� and covariance matrix�.

The variableZ � � is distributed as a bivariate normal variate with mean 0 and co-
variancen�1�, and it is independent ofS. The confidence ellipse for� is based on
Hotelling’sT 2 statistic:

T 2 = n(Z� �)0S�1(Z� �)

A 100(1 � �)% confidence ellipse for� is defined by the equation

(Z� �)0S�1(Z� �) =
2(n� 1)

n(n� 2)
F2;n�2(1� �)

whereF2;n�2(1 � �) is the (1 � �) critical value of anF variate with degrees of
freedom 2 andn� 2.

A confidence ellipse for prediction is a confidence region for predicting a new obser-
vation in the population. It also approximates a region containing a specified percent-
age of the population.

ConsiderZ as a bivariate random variable for a new observation. The variableZ�Z
is distributed as a bivariate normal variate with mean 0 and covariance(1 + 1=n)�,
and it is independent ofS.

A 100(1 � �)% confidence ellipse for prediction is then given by the equation

(Z� Z)0S�1(Z� Z) = 2(n+ 1)(n� 1)

n(n� 2)
F2;n�2(1� �)

The family of ellipses generated by differentF critical values has a common center
(the sample mean) and common major and minor axes.

The ellipses graphically indicate the correlation between two variables. When the
variable axes are standardized (by dividing the variables by their respective standard
deviations), the ratio of the two axis lengths (in Euclidean distances) reflects the
magnitude of the correlation between the two variables. A ratio of 1 between the
major and minor axes corresponds to a circular confidence contour and indicates that
the variables are uncorrelated. A larger value of the ratio indicates a larger positive
or negative correlation between the variables.
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Scatter Plot Confidence Ellipses

You can generate confidence ellipses by setting the options in the multivariate output
options dialog, shown in Figure 40.5, or by choosing from theCurves menu, shown
in Figure 40.50.

� � � Curves Vars Help

Scatter Plot Conf. Ellipse ➤

Canonical Discrim. Conf. Ellipse ➤

Mean: 99%
95%
90%
80%
50%
Other...

Prediction: 99%
95%
90%
80%
50%
Other...

Figure 40.50. Curves Menu

Only 80% prediction confidence ellipses can be selected in the multivariate output
options dialog. You must use theCurves menu to display mean confidence ellipses.
You can use the confidence coefficient slider in theConfidence Ellipses table to
change the coefficient for these ellipses.

Figure 40.35 displays part of a scatter plot matrix with 80% prediction confidence
ellipses and theCorrelation Matrix table with corresponding correlations high-
lighted. The ellipses graphically show a small negative correlation (�0:1176) be-
tween variablesSEPALLEN and SEPALWID , a moderate negative correlation
(�0:4284) between variablesSEPALWID andPETALLEN , and a large positive cor-
relation (0:8718) between variablesSEPALLEN andPETALLEN .

y Note: The confidence ellipses displayed in this illustration may not be appropriate
since none of the scatter plots suggest bivariate normality.
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Canonical Discriminant Confidence Ellipses

You can also generate class-specific confidence ellipses for the first two canonical
components in canonical discriminant analysis by setting the options in the Canon-
ical Discriminant Options dialog, shown in Figure 40.10, or by choosing from the
predeedingCurves menu.

Figure 40.51 displays a scatter plot of the first two canonical components with class-
specific 80% prediction confidence ellipses. The figure shows that the first canonical
variableCX1 has most of the discriminntory power between the two canonical vari-
ables.

Figure 40.51. Canonical Discriminant Confidence Ellipses
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Output Variables

You can save component scores from principal component analysis, component ro-
tation, canonical correlation analysis, maximum redundancy analysis, and canonical
discriminant analysis in the data window for use in subsequent analyses. For compo-
nent rotation, the number of component output variables is the number of components
rotated, as specified in Figure 40.4. For other analyses, you specify the number of
component output variables in the Output Options dialogs, shown in Figure 40.6 to
Figure 40.10, or from theVars menu, shown in Figure 40.52. For component rota-
tion, you specify the number of output rotated components in the Rotation Options
dialog, shown in Figure 40.4.

� � � Curves Vars Help

Principal Components ➤

Component Rotation
Canonical Correlations ➤

Maximum Redundancy ➤

Canonical Discrimination ➤

1
2
3
All
Other...

Figure 40.52. Vars Menu

Selecting1, 2, or 3 gives you 1, 2, or 3 components.All gives you all components.
Selecting0 in the component options dialogs suppresses the output variables in the
corresponding analysis. SelectingOther in theVars menu displays the dialog shown
in Figure 40.53. You specify the number of components you want to save in the
dialog.

Figure 40.53. Output Components Dialog
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Principal Components

For principal components from a covariance matrix, the names of the variables con-
taining principal component scores arePCV1, PCV2, PCV3, and so on. The output
component scores are a linear combination of the centeredY variables with coeffi-
cients equal to the eigenvectors of the covariance matrix.

For principal components from a correlation matrix, the names of the variables con-
taining principal component scores arePCR1, PCR2, PCR3, and so on. The output
component scores are a linear combination of the standardizedY variables with co-
efficients equal to the eigenvectors of the correlation matrix.

If you specifyVariance=Eigenvalues in the multivariate method options dialog,
the new variables of principal component scores have mean zero and variance equal
to the associated eigenvalues. If you specifyVariance=1 , the new variables have
variance equal to one.

Principal Component Rotation

The names of the variables containing rotated principal component scores areRT1,
RT2, RT3, and so on. The new variables of rotated principal component scores have
mean zero and variance equal to one.

Canonical Variables

The names of the variables containing canonical component scores areCY1, CY2,
CY3, and so on, from theY variable list, andCX1, CX2, CX3, from theX variable
list. The new variables of canonical component scores have mean zero and variance
equal to one.

Maximum Redundancy

The names of the variables containing maximum redundancy scores areRY1, RY2,
RY3, and so on, from theY variable list, andRX1, RX2, RX3, from theX variable
list. The new variables of maximum redundancy scores have mean zero and variance
equal to one.

Canonical Discriminant

The names of the variables containing canonical component scores areCX1, CX2,
CX3, and so on. If you specifyStd Pooled Variance in the multivariate method
options dialog, the new variables of canonical component scores have mean zero and
pooled within-class variance equal to one. If you specifyStd Total Variance , the
new variables have total-sample variance equal to one.
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Weighted Analyses

When the observations are independently distributed with a common mean and un-
equal variances, a weighted analysis may be appropriate. The individual weights are
the values of theWeight variable you specify.

The following statistics are modified to incorporate the observation weights:

� Mean yw, xw

� SSCP Uyy,Uyx,Uxx

� CSSCP Cyy,Cyx,Cxx

� COV Syy, Syx, Sxx

� CORR Ryy,Ryx,Rxx

The formulas for these weighted statistics are given in the “Method” section earlier
in this chapter. The resulting weighted statistics are used in the multivariate analyses.

699
SAS OnlineDoc: Version 8



Part 3. Introduction

References

Cooley, W.W. and Lohnes, P.R. (1971),Multivariate Data Analysis, New York: John
Wiley & Sons, Inc.

Dillon, W.R. and Goldstein, M. (1984),Multivariate Analysis, New York: John Wiley
& Sons, Inc.

Fisher, R.A. (1936), “The Use of Multiple Measurements in Taxonomic Problems,”
Annals of Eugenics, 7, 179–188.

Gabriel, K.R. (1971), “The Biplot Graphical Display of Matrices with Application to
Principal Component Analysis,”Biometrika, 58, 453–467.

Gnanadesikan, R. (1997),Methods for Statistical Data Analysis of Multivariate Obser-
vations, Second Edition, New York: John Wiley & Sons, Inc.

Gower, J.C. and Hand, D.J. (1996),Biplots, New York: Chapman and Hall.

Hotelling, H. (1933), “Analysis of a Complex of Statistical Variables into Principal
Components,”Journal of Educational Psychology, 24, 417–441, 498–520.

Hotelling, H. (1935), “The Most Predictable Criterion,”Journal of Educational Psy-
chology, 26, 139–142.

Hotelling, H. (1936), “Relations Between Two Sets of Variables,”Biometrika, 28,
321–377.

Jobson, J.D. (1992),Applied Multivariate Data Analysis, Vol 2: Categorical and Mul-
tivariate Methods, New York: Springer-Verlag.

Kaiser, H.F. (1958), “The Varimax Criterion of Analytic Rotation in Factor Analysis,”
Psychometrika, 23, 187–200.

Krzanowski, W.J. (1988),Principles of Multivariate Analysis: A User’s Perspective,
New York: Oxford University Press.

Kshirsagar, A.M. (1972),Multivariate Analysis, New York: Marcel Dekker, Inc.

Mardia, K.V., Kent, J.T., and Bibby, J.M. (1979),Multivariate Analysis, New York:
Academic Press.

Morrison, D.F. (1976),Multivariate Statistical Methods, Second Edition, New York:
McGraw-Hill Book Co.

Pearson, K. (1901), “On Lines and Planes of Closest Fit to Systems of Points in Space,”
Philosophical Magazine, 6(2), 559–572.

Pringle, R.M. and Raynor, A.A. (1971),Generalized Inverse Matrices with Applications
to Statistics, New York: Hafner Publishing Co.

Rao, C.R. (1964), “The Use and Interpretation of Principal Component Analysis in
Applied Research,”Sankhya A, 26, 329–358.

Rao, C.R. (1973),Linear Statistical Inference, New York: John Wiley & Sons, Inc.

SAS OnlineDoc: Version 8
700



Chapter 40. References

Stewart, D.K. and Love, W.A. (1968), “A General Canonical Correlation Index,”Psy-
chological Bulletin, 70, 160–163.

van den Wollenberg, A.L. (1977), “Redundancy Analysis—An Alternative to Canonical
Correlation Analysis,”Psychometrika, 42, 207–219.

701
SAS OnlineDoc: Version 8



The correct bibliographic citation for this manual is as follows: SAS Institute Inc., SAS/
INSIGHT User’s Guide, Version 8, Cary, NC: SAS Institute Inc., 1999. 752 pp.

SAS/INSIGHT User’s Guide, Version 8
Copyright © 1999 by SAS Institute Inc., Cary, NC, USA.
ISBN 1–58025–490–X
All rights reserved. Printed in the United States of America. No part of this publication
may be reproduced, stored in a retrieval system, or transmitted, in any form or by any
means, electronic, mechanical, photocopying, or otherwise, without the prior written
permission of the publisher, SAS Institute Inc.
U.S. Government Restricted Rights Notice. Use, duplication, or disclosure of the
software by the government is subject to restrictions as set forth in FAR 52.227–19
Commercial Computer Software-Restricted Rights (June 1987).
SAS Institute Inc., SAS Campus Drive, Cary, North Carolina 27513.
1st printing, October 1999
SAS® and all other SAS Institute Inc. product or service names are registered trademarks
or trademarks of SAS Institute Inc. in the USA and other countries.® indicates USA
registration.
Other brand and product names are registered trademarks or trademarks of their
respective companies.
The Institute is a private company devoted to the support and further development of its
software and related services.


