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Chapter 40
Multivariate Analyses

File

ChoosingAnalyze:Multivariate ( Y X ) gives you access to a variety wiultivari-

ate analyses These provide methods for examining relationships among variables

and between two sets of variables.

You can calculate correlation matrices and scatter plot matrices with confidence el-
lipses to explore relationships among pairs of variables. You can use principal compo-
nent analysis to examine relationships among several variables, canonical correlation
analysis and maximum redundancy analysis to examine relationships between two
sets of interval variables, and canonical discriminant analysis to examine relation-

ships between a hominal variable and a set of interval variables.

SAS: Multivariate SASUSER.IRIS
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Figure 40.1. Multivariate Analysis
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Part 3. Introduction

Variables

To create a multivariate analysis, chodselyze:Multivariate (Y's) . If you have
already selected one or more interval variables, these selected variables are treated
asY variables and a multivariate analysis for the variables appears. If you have not
selected any variables, a variables dialog appears.

SAS: Multivariate { ¥ X )
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Figure 40.2.  Multivariate Variables Dialog

Select at least on¥ variable. With canonical correlation analysis and maximum
redundancy analysis, you need to select a s&t\edriables. With canonical discrim-
inant analysis, you need to select a nomivialariable and a set of variables.

Without X variables, sums of squares and crossproducts, corrected sums of squares
and crossproducts, covariances, and correlations are displayed as symmetric matrices
with Y variables as both the row variables and the column variables. With a nominal

Y variable, these statistics are displayed as symmetric matricesXwiltriables as

both the row variables and the column variables. When both int&rvakiables and
interval X variables are selected, these statistics are displayed as rectangular matrices
with Y variables as the row variables aKd/ariables as the column variables.

You can select one or mofeartial variables. The multivariate analysis analyzes
andX variables using their residuals after partialling out Baatial variables.

You can select one or moferoup variables, if you have grouped data. This creates
one multivariate analysis for each group. You can seldcalzel variable to label
observations in the plots.

You can select &req variable. If you select &req variable, each observation is
assumed to represenf observations, where; is the value of thé-req variable.

You can select &Veight variable to specify relative weights for each observation in
the analysis. The details of weighted analyses are explained in the “Method” section,
which follows, and the “Weighted Analyses” section at the end of this chapter.
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Chapter 40. Method

Method

Observations with missing values for any of tRartial variables are not used. Ob-
servations withNVeight or Freq values that are missing or that are less than or equal
to 0 are not used. Only the integer partroeq values is used.

Observations with missing values fgror X variables are not used in the analysis ex-
cept for the computation of pairwise correlations. Pairwise correlations are computed
from all observations that have nonmissing values for any pair of variables.

The following notation is used in this chapter:

n is the number of nonmissing observations.

np, Ny, andn, are the numbers d?artial , Y, andX variables.
d is the variance divisor.

w; is theith observation weight (values of thgeight variable).

y,; andx; are theith observed nonmissing Y and X vectors.

y andx are the sample mean vecto}s,’ ; y;/n, > r; Xi/n.
The sums of squares and crossproducts of the variables are

_ .
e Uy =2 yiyi
o« !
o Uy =)0, yix;
_ n !
o Uy =) 01 XiX;

The corrected sums of squares and crossproducts of the variables are

e Cyy =1 (yi—V(yi—y)
¢ Cpp =311 (yi —¥)(xi — %)
o Cpp = iy (X% —X)(x; — %)’

If you select aVeight variable, the sample mean vectors are

y= Z?:1 wi}’i/ Z?:1 wj X = Z?:l wixi/ Z?:l wi

The sums of squares and crossproducts witeegght variable are

e n . . ,
e Uy, => 11 wiyiy;
_ n !
e Uy, =) 01 wiyix;

_ n !
o Uy =00 wixix;
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Part 3. Introduction
The corrected sums of squares and crossproducts Witkight variable are

e Cypy =31 wilys —Y)(yi —5)
e Cypp =1 wilyi —¥)(xi —X)'

e Cpp = E?:l w;(x; — X)(x; —X)'

The covariance matrices are computed as
Syy = Cyy/d  Syz =Cyz/d  Szp = Cqs/d

To view or change the variance divisdrused in the calculation of variances and
covariances, or to view or change other method options in the multivariate analysis,
click on theMethod button from the variables dialog to display the method options
dialog.

SAS: Multivariate [ ¥ X))

Figure 40.3.  Multivariate Method Options Dialog

The variance divisod is defined as

o d=n—-n,—1 for vardef-DF, degrees of freedom
e d=n for vardef=N, number of observations
o d=> ,wi—n,—1 for vardefaWDF, sum of weights minus number

of partial variables minus 1

o d=> w; for vardefAWGT, sum of weights

By default, SAS/INSIGHT software us&d-, degrees of freedom .
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Chapter 40. Method

The correlation matriceR,,, Ry,, and R,,, containing the Pearson product-
moment correlations of the variables, are derived by scaling their corresponding co-
variance matrices:

e Ry =D,,S,,D,
e R, = D;;sny;;
e R,, =D_!S;,D,}

T
whereD,,, andD,, are diagonal matrices whose diagonal elements are the square
roots of the diagonal elements 8f, andS,,:
o Dy, = (diag(Syy))"/?
o D, = (diag(Szz))"/?

Principal Component Analysis

Principal component analysis was originated by Pearson (1901) and later developed
by Hotelling (1933). It is a multivariate technique for examining relationships among
several quantitative variables. Principal component analysis can be used to summa-
rize data and detect linear relationships. It can also be used for exploring polynomial
relationships and for multivariate outlier detection (Gnanadesikan 1997).

Principal component analysis reduces the dimensionality of a set of data while try-
ing to preserve the structure. Given a data set withy variables,n, eigenvalues

and their associated eigenvectors can be computed from its covariance or correlation
matrix. The eigenvectors are standardized to unit length.

The principal components are linear combinations oMivariables. The coefficients
of the linear combinations are the eigenvectors of the covariance or correlation matrix.
Principal components are formed as follows:

e The first principal component is the linear combination of Yheariables that
accounts for the greatest possible variance.

e Each subsequent principal component is the linear combination of taei-
ables that has the greatest possible variance and is uncorrelated with the previ-
ously defined components.

For a covariance or correlation matrix, the sum of its eigenvalues equdistieef

the matrix, that is, the sum of the variances oftfevariables for a covariance matrix,
andn, for a correlation matrix. The principal components are sorted by descending
order of their variances, which are equal to the associated eigenvalues.
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Part 3. Introduction

Principal components can be used to reduce the number of variables in statistical
analyses. Different methods for selecting the number of principal components to
retain have been suggested. One simple criterion is to retain components with associ-
ated eigenvalues greater than the average eigenvalue (Kaiser 1958). SAS/INSIGHT
software offers this criterion as an option for selecting the numbers of eigenvalues,
eigenvectors, and principal components in the analysis.

Principal components have a variety of useful properties (Rao 1964; Kshirsagar
1972):

e The eigenvectors are orthogonal, so the principal components represent jointly
perpendicular directions through the space of the original variables.

e The principal component scores are jointly uncorrelated. Note that this prop-
erty is quite distinct from the previous one.

¢ The first principal component has the largest variance of any unit-length linear
combination of the observed variables. Thhk principal component has the
largest variance of any unit-length linear combination orthogonal to the first
j — 1 principal components. The last principal component has the smallest
variance of any linear combination of the original variables.

e The scores on the firgtprincipal components have the highest possible gen-
eralized variance of any set of unit-length linear combinations of the original
variables.

e In geometric terms, thg-dimensional linear subspace spanned by the first
principal components gives the best possible fit to the data points as measured
by the sum of squared perpendicular distances from each data point to the sub-
space. This is in contrast to the geometric interpretation of least squares re-
gression, which minimizes the sum of squared vertical distances. For example,
suppose you have two variables. Then, the first principal component minimizes
the sum of squared perpendicular distances from the points to the first princi-
pal axis. This is in contrast to least squares, which would minimize the sum of
squared vertical distances from the points to the fitted line.

SAS/INSIGHT software computes principal components from either the correlation
or the covariance matrix. The covariance matrix can be used when the variables
are measured on comparable scales. Otherwise, the correlation matrix should be
used. The new variables with principal component scores have variances equal to
corresponding eigenvalue¥driance=Eigenvalues ) or one {ariance=1). You
specify the computation method and type of output components in the method op-
tions dialog, as shown in Figure 40.3. By default, SAS/INSIGHT software uses the
correlation matrix with new variable variances equal to corresponding eigenvalues.
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Chapter 40. Method

Principal Component Rotation

Orthogonal transformations can be used on principal components to obtain factors
that are more easily interpretable. The principal components are uncorrelated with
each other, the rotated principal components are also uncorrelated after an orthogonal
transformation. Different orthogonal transformations can be derived from maximiz-
ing the following quantity with respect te:

ny ny ny 2
> (Sou- 2 (350)
j=1 \i=1 "y \im

whereny is the specified number of principal components to be rotated (number of
factors), b, = r%/ > pL, rZ, andr;; is the correlation between thiéh Y variable
and thejth principal component.

SAS/INSIGHT software uses the following orthogonal transformations:

n
Equamax y=4
Orthomax v
: _ ny(ng=1)
Parsimax v = (n;‘Jrinf_z)
Quartimax vy=0
Varimax vy=1

To view or change the principal components rotation options, click oRtitation
Options button in the method options dialog shown in Figure 40.3 to display the
Rotation Options dialog.

SAS: Rotation Options

Figure 40.4. Rotation Options Dialog

You can specify the type of rotation and number of principal components to be rotated
in the dialog. By default, SAS/INSIGHT software usémimax rotation on the first

two components. If you specif@rthomax , you also need to enter thevalue for

the rotation in theGamma: field.
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Part 3. Introduction

Canonical Correlation Analysis

Canonical correlation was developed by Hotelling (1935, 1936). Its application is
discussed by Cooley and Lohnes (1971), Kshirsagar (1972), and Mardia, Kent, and
Bibby (1979). It is a technique for analyzing the relationship between two sets of
variables. Each set can contain several variables. Multiple and simple correlation
are special cases of canonical correlation in which one or both sets contain a single
variable, respectively.

Given two sets of variables, canonical correlation analysis finds a linear combina-
tion from each set, called a canonical variable, such that the correlation between the
two canonical variables is maximized. This correlation between the two canonical
variables is the first canonical correlation. The coefficients of the linear combina-
tions are canonical coefficients or canonical weights. It is customary to normalize the
canonical coefficients so that each canonical variable has a variance of 1.

The first canonical correlation is at least as large as the multiple correlation between
any variable and the opposite set of variables. It is possible for the first canonical
correlation to be very large while all the multiple correlations for predicting one of
the original variables from the opposite set of canonical variables are small.

Canonical correlation analysis continues by finding a second set of canonical vari-
ables, uncorrelated with the first pair, that produces the second highest correlation
coefficient. The process of constructing canonical variables continues until the num-
ber of pairs of canonical variables equals the number of variables in the smaller group.

Each canonical variable is uncorrelated with all the other canonical variables of ei-
ther set except for the one corresponding canonical variable in the opposite set. The
canonical coefficients are not generally orthogonal, however, so the canonical vari-
ables do not represent jointly perpendicular directions through the space of the origi-
nal variables.

The canonical correlation analysis includes tests of a series of hypotheses that each
canonical correlation and all smaller canonical correlations are zero in the population.
SAS/INSIGHT software uses af approximation (Rao 1973; Kshirsagar 1972) that
gives better small sample results than the ugdapproximation. At least one of the

two sets of variables should have an approximately multivariate normal distribution
in order for the probability levels to be valid.

Canonical redundancy analysis (Stewart and Love 1968; Cooley and Lohnes 1971;
van den Wollenberg 1977) examines how well the original variables can be predicted
from the canonical variables. The analysis includes the proportion and cumulative
proportion of the variance of the set6fand the set oK variables explained by their

own canonical variables and explained by the opposite canonical variables. Either
raw or standardized variance can be used in the analysis.
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Chapter 40. Method

Maximum Redundancy Analysis

In contrast to canonical redundancy analysis, which examines how well the origi-
nal variables can be predicted from the canonical variables, maximum redundancy
analysis finds the variables that can best predict the original variables.

Given two sets of variables, maximum redundancy analysis finds a linear combi-
nation from one set of variables that best predicts the variables in the opposite set.
SAS/INSIGHT software normalizes the coefficients of the linear combinations so

that each maximum redundancy variable has a variance of 1.

Maximum redundancy analysis continues by finding a second maximum redundancy
variable from one set of variables, uncorrelated with the first one, that produces the
second highest prediction power for the variables in the opposite set. The process of
constructing maximum redundancy variables continues until the number of maximum

redundancy variables equals the number of variables in the smaller group.

Either raw variancesRaw Variance ) or standardized varianceStfl Variance )
can be used in the analysis. You specify the selection in the method options dialog as
shown in Figure 40.3. By default, standardized variances are used.

Canonical Discriminant Analysis

Canonical discriminant analysis is a dimension-reduction technique related to princi-
pal component analysis and canonical correlation. Given a classification variable and
several interval variables, canonical discriminant analysis decaesnical variables
(linear combinations of the interval variables) that summarize between-class variation
in much the same way that principal components summarize total variation.

Given two or more groups of observations with measurements on several interval
variables, canonical discriminant analysis derives a linear combination of the vari-
ables that has the highest possible multiple correlation with the groups. This maximal
multiple correlation is called the first canonical correlation. The coefficients of the
linear combination are the canonical coefficients or canonical weights. The variable
defined by the linear combination is the first canonical variable or canonical compo-
nent. The second canonical correlation is obtained by finding the linear combination
uncorrelated with the first canonical variable that has the highest possible multiple
correlation with the groups. The process of extracting canonical variables can be re-
peated until the number of canonical variables equals the number of original variables
or the number of classes minus one, whichever is smaller.

The first canonical correlation is at least as large as the multiple correlation between
the groups and any of the original variables. If the original variables have high within-
group correlations, the first canonical correlation can be large even if all the multiple
correlations are small. In other words, the first canonical variable can show substan-
tial differences among the classes, even if none of the original variables does.
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Part 3. Introduction

For each canonical correlation, canonical discriminant analysis tests the hypothesis
that it and all smaller canonical correlations are zero in the populationF' Aip-
proximation is used that gives better small-sample results than the ybaglprox-
imation. The variables should have an approximate multivariate normal distribution
within each class, with a common covariance matrix in order for the probability levels
to be valid.

The new variables with canonical variable scores in canonical discriminant analysis
have either pooled within-class variances equal to &td Pooled Variance ) or
total-sample variances equal to osd Total Variance ). You specify the selection

in the method options dialog as shown in Figure 40.3. By default, canonical variable
scores have pooled within-class variances equal to one.
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Chapter 40. Output

Output

To view or change the output options associated with your multivariate analysis, click
on theOutput button from the variables dialog. This displays the output options
dialog.

SAS: Multivariate [ ¥ X )

o

_
I
I
=
_J
o
o
=

Figure 40.5. Multivariate Output Options Dialog

The options you set in this dialog determine which tables and graphs appear in the
multivariate window. SAS/INSIGHT software provides univariate statistics and cor-
relation matrix tables by default.

Descriptive statistics provide tables for examining the relationships among quantita-
tive variables from univariate, bivariate, and multivariate perspectives.

Plots can be more informative than tables when you are trying to understand multi-
variate data. You can display a matrix of scatter plots for the analyzing variables. You
can also add a bivariate confidence ellipse for mean or predicted values to the scatter
plots. Using the confidence ellipses assumes each pair of variables has a bivariate
normal distribution.

With appropriate variables chosen, you can generate principal component analysis
(interval Y variables), canonical correlation analysis (interval Y, X variables), maxi-
mum redundancy analysis (interval Y, X variables), and canonical discriminant anal-
ysis (one nominal Y variable, interval X variables) by selecting the corresponding
checkbox in the Output Options dialog.
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Part 3. Introduction

Principal Component Analysis

Clicking thePrincipal Component Options  button in the Output Options dialog
shown in Figure 40.5 displays the dialog shown in Figure 40.6.

SAS: Principal Component Options

'
~
~
g
~
~

Figure 40.6.  Principal Components Options Dialog

The dialog enables you to view or change the output options associated with principal
component analyses and save principal component scores in the data window.

In the dialog, you need to specify the number of components when selecting tables
of Eigenvectors , Correlations (Structure) , Covariances , Std Scoring Co-

efs, andRaw Scoring Coefs . Automatic uses principal components with corre-
sponding eigenvalues greater than the average eigenvalue. By default, SAS/INSIGHT
software displays a plot of the first two principal components, a table of all the eigen-
values, and a table of correlations betweenthariables and principal components
with corresponding eigenvalues greater than the average eigenvalue.

You can generate principal component rotation analysis by selectinGahgo-
nent Rotation checkbox in the dialog.
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Principal Component Rotation

Clicking theRotation Options button in thePrincipal Components Options
dialog shown in Figure 40.6 displays tRetation Options dialog shown in Figure
40.7.

SAS: Rotation Options

o
-
r
o
o
o
o

Figure 40.7.  Principal Components Rotation Options Dialog

The number of components rotated is specified irRttiecipal Components Ro-

tation Options dialog shown in Figure 40.4. By default, SAS/INSIGHT software
displays a plot of the rotated components (when the specified number is two or three),
a rotation matrix table, and a table of correlations betweelY theriables and rotated
principal components.

659
SAS OnlineDocl]: Version 8



Part 3. Introduction

Canonical Correlation Analysis

Clicking theCanonical Correlation Options  button in the Output Options dialog
shown in Figure 40.5 displays the dialog shown in Figure 40.8.

SAS: Canonical Correlation Options

Figure 40.8. Canonical Correlation Options Dialog

This dialog enables you to view or change the options associated with canonical
correlation analyses and save maximum redundancy variable scores in the data win-
dow. You specify the number of components when selecting tablEswélations
(Structure) , Std Scoring Coefs , Raw Scoring Coefs , Redundancy (Raw
Variance) , andRedundancy (Std Variance) .

By default, SAS/INSIGHT software displays a plot of the first two canonical vari-
ables, plots of the first two pairs of canonical variables, a canonical correlations ta-
ble, and a table of correlations between YheX variables and the first two canonical
variables from botty variables an variables.
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Maximum Redundancy Analysis

Clicking theMaximum Redundancy Options  button in the Output Options dia-
log shown in Figure 40.5 displays the dialog shown in Figure 40.9.

SAS: Maximum Redundancy Options

Figure 40.9. Maximum Redundancy Options Dialog

This dialog enables you to view or change the options associated with canonical
correlation analyses and save maximum redundancy variable scores in the data win-
dow. You specify the number of components when selecting tabl€swélations
(Structure) , Covariances , Std Scoring Coefs , andRaw Scoring Coefs .

By default, SAS/INSIGHT software displays a plot of the first two canonical redun-
dancy variables, a canonical redundancy table, and a table of correlations between the
Y, X variables and the first two canonical redundancy variables fromYu#riables

andX variables.
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Canonical Discriminant Analysis

Clicking theCanonical Discriminant Options  button in the Output Options dia-
log shown in Figure 40.5 displays the dialog shown in Figure 40.10.

SAS: Canonical Discriminant Options

Figure 40.10. Canonical Discriminant Options Dialog

You specify the number of components when selecting table€arfelations
(Structure) , Std Scoring Coefs , andRaw Scoring Coefs .

By default, SAS/INSIGHT software displays a plot of the first two canonical vari-
ables, a bar chart for the nominalariable, a canonical correlation table, and a table
of correlations between thé variables and the first two canonical variables.
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Chapter 40. Tables

Tables

You can generate tables of descriptive statistics and output from multivariate analyses
by setting options in output options dialogs, as shown in Figure 40.5 to Figure 40.10,
or by choosing from th&ables menu shown in Figure 40.11.

File Edit Analyze Tables Graphs Curves Vars Help

0 Univariate
SSCP
CSSCP
cov

o CORR
CORR P-Values
CORR Inverse
Pairwise CORR
Principal Components...
Component Rotation...
Canonical Correlations...
Maximum Redundancy...
Canonical Discrimination...

Figure 40.11. Tables Menu

Univariate Statistics

The Univariate Statistics table, as shown in Figure 40.12 contains the following
information:

e Variable is the variable name.
¢ N is the number of nonmissing observations,
e Mean is the variable meary; or x.

¢ Std Dev is the standard deviation of the variable, the square root of the corre-
sponding diagonal element 8f, or S,,.

e Minimum is the minimum value.
e Maximum is the maximum value.

e Partial Std Dev (with selectedPartial variables) is the partial standard devi-
ation of the variable after partialling out tiartial variables.

Sums of Squares and Crossproducts
The Sums of Squares and Crossproducts  (SSCP) table, as illustrated by Fig-
ure 40.12, contains the sums of squares and crossproducts of the variables.
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Part 3. Introduction

Corrected Sums of Squares and Crossproducts

The Corrected Sums of Squares and Crossproducts (CSSCP) table, as
shown in Figure 40.12, contains the sums of squares and crossproducts of the vari-
ables corrected for the mean.

SAS: Multivariate SASUSER.IRIS
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Figure 40.12. Univariate Statistics, SSCP, and CSSCP Tables

Covariance Matrix

The Covariance Matrix (COV) table, as shown in Figure 40.13, contains the es-
timated variances and covariances of the variables, with their associated degrees of
freedom. The variance measures the spread of the distribution around the mean, and
the covariance measures the tendency of two variables to linearly increase or decrease
together

Correlation Matrix

The Correlation Matrix (CORR) table contains the Pearson product-moment cor-
relations of theY variables, as shown in Figure 40.13. Correlation measures the
strength of the linear relationship between two variables. A correlation of 0 means
that there is no linear association between two variables. A correlation of 1 (-1) means
that there is an exact positive (negative) linear association between the two variables.
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Covariance Matrvix, DF= 149

SEPALLEHN

SEFALHID

PETHLLEH

PETALHID

SEPALLEH
SEFALMUID
PETALLEHR
PETALHID

68.5634
-4.2434
127.4315
21.6271

-4.2434

18.9974
-32.9656
-12.1639

127.4315
=32.3656
311.6278
129.5603

51.6271
=-12.16339
123.5603

h8. 1906

3]

Correlation Hatrix

SEPALLEHN

SEPALHID

PETALLEHN

PETALWID

SEFALLER
SEPALMUID
PETHLLEHN
PETALWID

1.0600
-6.1176
6.8718
6.8173

-0.1176

1.0600
-0.4284
-8.3661

0.86718
-0.4284
1.0600
0.3623

0.8173
-0.3661
9.3623
1.6600

Figure 40.13. COV and CORR Tables

P-Values of the Correlations

The P-Values of the Correlations table contains the-value of each correla-

tion under the null hypothesis that the correlation is 0, assuming independent and
identically distributed (unless weights are specified) observations from a bivariate
distribution with at least one variable normally distributed. This table is shown in
Figure 40.14. Eacp-value in this table can be used to assess the significance of the
corresponding correlation coefficient.

Thep-value of a correlatiom is obtained by treating the statistic

-
t=+vn—2—
V1—r2

as having a Studentidistribution withn — 2 degrees of freedom. Thevalue of the
correlationr is the probability of obtaining a Student'sstatistic greater in absolute
value than the absolute value of the observed statistic

With partial variables, the-value of a correlation is obtained by treating the statistic

t:\/n—np—2L

1—1r2

as having a Studentisdistribution withn — n,, — 2 degrees of freedom.
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Inverse Correlation Matrix

For a symmetric correlation matrix, tteverse Correlation Matrix table contains
the inverse of the correlation matrix, as shown in Figure 40.14.

The diagonal elements of the inverse correlation matrix, sometimes referred to as
variance inflation factorsmeasure the extent to which the variables are linear com-
binations of other variables. Thi¢h diagonal element of the inverse correlation ma-
trix is 1/(1 — R?), whereR? is the squared multiple correlation of thith variable

with the other variables. Large diagonal elements indicate that variables are highly
correlated.

When a correlation matrix is singular (less than full rank), some variables are linear
functions of other variables, and a g2 inverse for the matrix is displayed. The g2
inverse depends on the order in which you select the variables. A value of Ojitinthe
diagonal indicates that thgh variable is a linear function of the previous variables.

SAS: Multivariate SASUSER.IRIS

File Edit Analyze Tabhles Graphs Curves Vars

LI P-Y¥alues of the Correlations

SEPALLEN : SEPALHID | PETALLEH : PETALHID
SEPALLEH 8.9 8.1519 <. 0001 <. 0001
SEPALHID 8.1519 8.9 <. 0001 <. 0001
PETALLEN <. 0691 <. 0001 9.9 <. 0001
PETALHID <. 0691 <. 0001 <. 0001 9.9

LI Inverse Correlation Hatrix
SEPALLEN | SEPALHID | PETALLEH : PETALHID

SEPALLEN 7.9727 1 -2.4230 | -10.6922 3.6230
SEPALHID ;| -2.4230 2.1083 4.3864 | -2.0502
PETALLEN : -1@.6922 4.3864 : 31.2615  -19.5234
PETALHID 3.6230 | -2.0502 | -19.5234 | 16.9302

Figure 40.14. P-values of Correlations and Inverse Correlation Matrix
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Pairwise Correlations

SAS/INSIGHT software drops an observation with a missing value for any variable
used in the analysis from all calculations. TRairwise CORR table gives corre-
lations that are computed from all observations that have nonmissing values for any
pair of variables. Figure 40.15 shows a table of pairwise correlations.

File Edit Analyze Tables

SAS: Multivariate SASUSER.BASEBALL

Graphs

Curves Wars

Help

3

Paivwise Correlations

¥ Variable

% Variable

Correlation

p-values

CR_HOHE
CR_RURS
CR_RURS
CR_RBI
CR_RBI
CR_RBI

SALARY
SALARY
CR_HOHE
SALARY
CR_HOHE
CR_RUNS5

263
263
322
263
322
322

.h813
-6128
-8203
-6187
-3280
-J3431

<

.00a1
-0661
-0661
-0661
-0661
-0001

Figure 40.15.

Pairwise CORR Table
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Principal Component Analysis

You can generate tables of output from principal component analyses by setting op-
tions in the principal component options dialog shown in Figure 40.6 or from the
Tables menu shown in Figure 40.11. Sel&uincipal Components from theTa-

bles menu to display the principal component tables dialog shown in Figure 40.16.

SAS: Principal Component Analysis

hd
g
i
Fa
s
Fa

P35 5%

:
i

Figure 40.16.  Principal Component Tables Dialog

ChooseAutomatic to display principal components with eigenvalues greater than
the average eigenvalue. Selectin@, or 3 gives you 1, 2, or 3 principal components.
All gives you all eigenvalues. Selectifgn the principal component options dialog
suppresses the principal component tables.

TheEigenvalues (COV) or Eigenvalues (CORR) table includes the eigenvalues

of the covariance or correlation matrix, the difference between successive eigenval-
ues, the proportion of variance explained by each eigenvalue, and the cumulative
proportion of variance explained.

Eigenvalues correspond to each of the principal components and represent a parti-
tioning of the total variation in the sample. The sum of all eigenvalues is equal to
the sum of all variable variances if the covariance matrix is used or to the number of
variablesp, if the correlation matrix is used.

TheEigenvectors (COV) or Eigenvectors (CORR) table includes the eigenvec-

tors of the covariance or correlation matrix. Eigenvectors correspond to each of the
principal components and are used as the coefficients to form linear combinations of
theY variables (principal components).
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Figure 40.17 shows tables of all eigenvalues and eigenvectors for the first two princi-
pal components.

SAS: Multivariate SASUSER.IRIS

File Edit Analyze Tables Graphs Curves Vars Help

|! SEPALLEN SEPALHID PETALLEN PETALHID

. Eigenvalues (CORR)
Component Eigenvalue : Difference  Propovtion | Cumulative
1 2.918498 2.004467 B._7296 6._7296
2 0.914030 0.767274 9.2285 6.9581
3 0.146757 9.126042 9.0367 0.9948
4

0.020715 - 9.0052 1.0000

. Eigenvectors (CORR}
Component
Variable 1 2
SEPALLEH 6.521066 0.377418
SEPALHID @ -96.269347 6.923296
PETALLEH 6.580413 0.624492
PETALHID 6.564857 0.066942

Figure 40.17.  Eigenvalues and Eigenvectors Tables

The Correlations (Structure) andCovariances tables include the correlations

and covariances, respectively, betweenthariables and principal components. The
correlation and covariance matrices measure the strength of the linear relationship
between the derived principal components and each of teriables. Figure 40.18
shows the correlations and covariances betweenYtlvariables and the first two
principal components.

SAS: Multivariate SASUSER.IRIS

File Edit Analyze Tables Graphs Curves Vars Help

. Correlations {Structure)
Variable PCR1 PCR2

SEPALLEN 8.4§382 6.3608
SEPALHID -0.4601 6.8827
PETALLEN 0.3316 0.0234
PETALHID 8.3650 0.0640

' Covariances
Variable PCR1 PCR2

SEPALLEN 12.5326 2. 8566
SEPALHID -3.4263 3.6784
PETALLEN 23.3630 6.3352
PETALHID 12.5657 0.4664

Figure 40.18. Correlations and Covariances Tables
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The scoring coefficients are the coefficients of Yheariables used to generate prin-
cipal components. Th8td Scoring Coefs table includes the scoring coefficients
of the standardized variables, and th&®aw Scoring Coefs table includes the
scoring coefficients of the center&dvariables.

The regression coefficients are the coefficients of principal components used to gen-
erate estimatedt variables. Theéstd Reg Coefs (Pattern) andRaw Reg Coefs

tables include the regression coefficients of principal components used to generate
estimated standardized and centeYedariables. Figure 40.19 shows the regression
coefficients of the principal components for the standardi¥echriables, as well

as the scoring coefficients of the standardiXedariables for the first two principal
components.

SAS: Multivariate SASUSER.IRIS

File Edit Analyze Tables

Graphs Curves Vars Help

!J 5td Scoring Coefs

Variable

PCR1

PCR2

SEFALLEN
SEFALHID
PETALLEH
PETALHID

B8.521066
-0.269347
0.5806413
B8.564857

0.377418
06.923236
0.024432
0.066942

[3]

3td Reg Coefs {Pattern}

Component

SEPALLEN

SEFALHID

PETALLEHN

PETALHID

PCR1
PCR2
PCR3
PCR4

9.521066
9.377418
-0. 719566
-0.261286

-0.2639347
0.323236
0.244382
08.123510

0.580413
0.0624432
8.142126
0.501449

0.564857
0.0663942
0.634273
=-0.523597

Figure 40.19. Regression Coefficients and Scoring Coefficients Tables
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Principal Components Rotation

You can generate tables of output from principal component rotation by setting op-
tions in theRotation Options dialog shown in Figure 40.7 or from thEables

menu shown in Figure 40.11. Sel&bmponent Rotation from theTables menu

to display the principal component rotation dialog shown in Figure 40.20.

SAS: Principal Component Rotation

i
g
Fa
g
g
g
i

Figure 40.20.  Principal Components Rotation Dialog

You specify the number of components and type of rotation inRb&tion Op-
tions dialog, as shown in Figure 40.4.

The Orthogonal Rotation Matrix is the orthogonal rotation matrix used to com-
pute the rotated principal components from the standardized principal components.

The Correlations (Structure) andCovariances tables include the correlations
and covariances between tievariables and the rotated principal components.

Figure 40.21 shows the rotation matrix and correlations and covariances between the
Y variables and the first two rotated principal components.

The scoring coefficients are the coefficients of theariables used to generate rotated
principal components. Th&td Scoring Coefs table includes the scoring coeffi-
cients of the standardized variables, and th®aw Scoring Coefs table includes
the scoring coefficients of the centeréd/ariables.

TheCommunality Estimates table gives the standardized variance of edefari-
able explained by the rotated principal components.

The Redundancy table gives the variances of the standardizédariables ex-
plained by each rotated principal component.

Figure 40.22 shows the scoring coefficients of the standardizestiables, commu-
nality estimates for th& variables, and redundancy for each rotated component.
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File Edit Ana

SAS: Multivariate SASUSER.IRIS

lyze Tables

Graphs  Curves

Yars

Help

L!J sepallen sepalwid petallen petalwid

D

Orthogonal Rotation Hatrix

Variable

RT1

RT2

PCR1
PCRZ

0.343504
B8.330507

-0.330587
0.343604

!J Rotation Correlations {(Structurel

Variable

RT1

RT2

sepallen
sepalwid
petallen
petalwid

6.953401
-0.142541
0.343572
6.931303

0.046346
0.385131
-0.385616
-0.258529

3]

Rotation Covariances

Variable

RT1

RT2

sepallen
sepalwid
petallen
petalwid

7.944477
-0.621286
16.656864

7.103316

0.383773
4.234116
=-5.395042
-1.370605

Figure 40.21.

File Edit

fAnalyze

Rotation Matrix, Correlation, and Covariance Tables

SAS: Multivariate SASUSER.IRIS

Tables

Graphs  Curves

Yars

Help

¥

Rotation Std Scoring Coefs

Variable

RT1

RT2

sepallen
sepalwid
petallen
petalwid

0.418342
9.1706380
9.329123
9.335203

0.271776
0.363576
-0.088111
-0.943135

!J Rotation Communality Estimates

Variable

Estimates

sepallen
sepalwid
petallen
petalwid

08.322533
6.990313
0.383730
6.935280

!J Rotation

Redundancy

RT1

RT2

2.633540

1.132988

Figure 40.22.
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Canonical Correlation Analysis

You can generate tables of output from canonical correlation analyses by setting op-
tions in the Canonical Correlation Options dialog shown in Figure 40.8 or from the
Tables menu shown in Figure 40.11. Selgcanonical Correlations from the
Tables menu to display the canonical correlation dialog shown in Figure 40.23.

SAS: Canonical Correlation Analysis

hd
s
o
s
o
Fa

s
|

Figure 40.23. Canonical Correlation Dialog

TheCanonical Correlations table contains the following:

e CanCorr , the canonical correlations, which are always nonnegative

e Adj. CanCorr , the adjusted canonical correlations, which are asymptotically
less biased than the raw correlations and may be negative. The adjusted canon-
ical correlations may not be computable, and they are displayed as missing
values if two canonical correlations are nearly equal or if some are close to
zero. A missing value is also displayed if an adjusted canonical correlation is
larger than a previous adjusted canonical correlation.

e Approx Std. Error , the approximate standard errors of the canonical corre-
lations

e CanRsq, the squared canonical correlations
e Eigenvalues , the eigenvalues of the matrR;leynglR;z. These eigen-

T
values are equal t0anRsq/(1 — CanRsq), whereCanRsq is the correspond-
ing squared canonical correlation. Also printed for each eigenvalue is the dif-
ference from the next eigenvalue, the proportion of the sum of the eigenvalues,

and the cumulative proportion.

e Test for HO: CanCorrj=0, j>=k , the likelihood ratio for the hypothesis that
the current canonical correlation and all smaller ones are zero in the population

e Approx F based on Rao’s approximation to the distribution of the likelihood
ratio

e Num DF andDen DF (numerator and denominator degrees of freedom) and
Pr > F (probability level) associated with the statistic
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Figure 40.24 shows tables of canonical correlations.

SAS: Multivariate SASUSER.FIT

File Edit Analyze Tables Graphs Curves Wars Help

chins

|ﬂ weight waist pulse :

situps jumps

Canonical Correlations

CanCorr

Adj. CanCorr

Approx 5td. Error

CanRsq

0.795608
6.200556
0.672570

9.754056
-0.676333

0.084197
8.220188
0.228208

0.632992
0.040223
0.005266

Eigenvalues

Eigenvalue

Difference

Froporvtion

Cumulative

1.7247
6.0413
6.0853

1.6828
0.0366

0.9734
0.0237
0.0030

0.9734
8.3378
1.06060

Test of HO: Canlorr[j1=0, j>=K

L. Ratio

Approx F N

um DF

Den DF

6.358331
0.354723
68.3934734

2.0482
a.1758
0.0847

3 34.2229
4 306000
1 16.0800

Figure 40.24.  Canonical Correlations Tables

TheCorrelations (Structure) table includes the correlations between the input
X variables and canonical variables.

The scoring coefficients are the coefficients of ther X variables that are used to
compute canonical variable scores. Btd Scoring Coefs table includes the scor-
ing coefficients of the standardizétor X variables and th&®aw Scoring Coefs
table includes the scoring coefficients of the centéfexnt X variables.

Figure 40.25 shows a table of correlations betweerythéevariables and the first two
canonical variables from theé and X variables and the tables of scoring coefficients
of the standardizet andX variables.
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SAS: Multivariate SASUSER.FIT
File

Edit Analyze Tables

Graphs Curves Vars Help

Corvelations {Structure}
(1, C¥1

-0.7724 0.4338
-0.3777 8.7363
0.0415 -0.2648
0.0475 -0.7276
9.1143 -0.8177
9.1323 -0.1622

Variable

weight
waist
pulse
chins
situps
jumps

C¥1

0.6206
0.3254
-0.3328
-0.5783
-0. 6506
-0.1239

' 5td Canonical Y Coefficients
Variable CY1 Ccyz2

weight -0.775338 | -1.884367
waist 1.579347 1.180641
pulse -0.853120 @ -0.231107

' 5td Canonical ¥ Coefficients
Variable CH1 CH2
chins -0.349497 -0.375544

situps -1.854011 0.123430
jumps 0.716427 1.8962167

Figure 40.25.  Correlations and Scoring Coefficients Tables

The Redundancy table gives the canonical redundancy analysis, which includes
the proportion and cumulative proportion of the raw (unstandardized) and the stan-
dardized variance of the set ¥fand the set oK variables explained by their own
canonical variables and explained by the opposite canonical variables. Figure 40.26
shows tables of redundancy of standardiXeaihd X variables.

SAS: Multivariate SASUSER.FIT
File

Edit Analyze Tables Graphs Curves Vars Help

5td Variance (Y Variables)
Explained by CY~s Explained by CX"s

Proportion

Cumulative

Canksy

Proportion

Cumulative

9.4508
9.2470

0.4508
0.6378

9.632932
0.040223

0.2854
0.0033

9.265%4
8.2953

5td Variance (X Variables)

Explained by CY"s

Explained by C& s

Proportion

Cumulative

CanRsy

Proportion

Cumulative

9.2564
9.0175

9.2564
0.2758

9.632332
0.046223

0.4081
0.4345

9.4081

0.4426

Figure 40.26.

Redundancy Tables
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Maximum Redundancy Analysis

You can generate tables of output from maximum redundancy analysis by setting
options in the Maximum Redundancy Options dialog shown in Figure 40.9 or from
theTables menu shown in Figure 40.11. Seléd¢aximum Redundancy from the
Tables menu to display the maximum redundancy dialog shown in Figure 40.27.

SAS: Maximum Redundancy Analysis

Figure 40.27. Maximum Redundancy Dialog

Either the raw (centered) or standardized variance is used in the maximum redun-
dancy analysis, and itis specified in the Multivariate Method Options dialog in Figure
40.3. TheRedundancy table includes the proportion and cumulative proportion of
the variance of the set &f variables and the set &fvariables explained by the oppo-

site canonical variables. Figure 40.28 shows tables of redundancy of the standardized
Y andX variables.

SAS: Multivariate SASUSER.FIT

File Edit Analyze Tables Graphs Curves ¥Yars Help

I! weight waist pulse : chins situps jumps

' Hax Redundancy 5td Vaviance (Y Variables)
Explained by R&”'s
CanRsq Proportion | Cumulative

0.878083 8.2927 8.2327
0.003067 0.060309 8.235%7
0.003544 9.0012 8.2369

edundancy 5td Variance (R Variables)
Explained by RY”'s

CanRsq Proportion | Cumulative
0.737676 6.2653 0.2653

9.030737 0.0102 9.2761
9.001553 0.0005 0.2767

Figure 40.28. Maximum Redundancy Tables
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The Correlations (Structure) or Covariances table includes the correlations
or covariances between the X variables and the maximum redundancy variables.
Figure 40.29 shows the correlations and covariances betweef) ¥gariables and
the first two maximum redundancy variables from Yheariables and thX variables.

SAS: Multivariate SASUSER.FIT

File

Edit Analyze Tables Graphs Curves  Yars  Help

_!J Hax Redundancy Covrelations (Structure)
Variable RY1 RY2 RX1

weight 0.8222 -0.1778 0.0775
waist -0.9876 9.1533 -8.7335
pulse 0.3050 -0.1273 06.2671
chins 9.5496 -0.0680 6.7183
situps 0.6473 -0.09362 0.8666
jumps 9.2343 8.2594 B6.2363

R&2

.0876
.8301
.8580
.6795
.2073
.6403

‘!J Hax Redundancy Covariances
Variable RY1 RY2 R¥1

weight 17.7252 | -142.1617 61.3700
waist =3.1622 0.4310 -2.3680
pulse 2.1991 -0.3182 1.9261
chins 2.39a51 -0.3533 3.7974
situps 40,4364 -2.2638 h4.2227
jumps 12.0143 13.2932 12.1154

Figure 40.29. Correlation and Covariance Tables

The scoring coefficients are the coefficients of ¥her X variables that are used to
compute maximum redundancy variables. Bitd Scoring Coefs table includes
the scoring coefficients of the standardi2édr X variables, and th&aw Scoring
Coefs table includes the scoring coefficients of the centéfed X variables. Figure
40.30 shows tables of the scoring coefficients of the standardfizsi X variables.

SAS: Multivariate SASUSER.FIT

File Edit Analyze Tables Graphz Curves  VYars  Help

‘!J MHax Redundancy 5td Y Scoring Coefs
Variable RY1 RY2

weight
waist
pulse

=-1.631162
-0.511813
1.744341

=-11.103883
3.362348
11.696174

_!J Hax Redundancy 5td ¥ Scorving Coefs

Variable

RX1

R&2

chins
situps
jumps

6. 2668395
1.111212

-6.636693

-0.3987335
1.851366
-0.854377

Figure 40.30.

Standardized Scoring Coefficients Tables
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Canonical Discriminant Analysis

You can generate tables of output from canonical discriminant analyses by setting op-
tions in the Canonical Discriminant Options dialog shown in Figure 40.10 or from the
Tables menu shown in Figure 40.11. Selézanonical Discrimination  from the
Tables menu to display the canonical discriminant analysis dialog shown in Figure
40.31.

SAS: Canonical Discriminant Analysis

Figure 40.31. Canonical Discriminant Analysis Dialog

TheCanonical Correlations table, as shown in Figure 40.32, contains the follow-
ing:

e CanCorr , the canonical correlations, which are always nonnegative

e Adj. CanCorr , the adjusted canonical correlations, which are asymptotically
less biased than the raw correlations and may be negative. The adjusted canon-
ical correlations may not be computable and are displayed as missing values
if two canonical correlations are nearly equal or if some are close to zero. A
missing value is also displayed if an adjusted canonical correlation is larger
than a previous adjusted canonical correlation.

e Approx Std. Error , the approximate standard errors of the canonical corre-
lations

e CanRsq, the squared canonical correlations

e Eigenvalues , eigenvalues of the matri€ ' H, where E is the matrix of
the within-class sums of squares and crossproductddaisdthe matrix of the
between-class sums of squares and crossproducts. These eigenvalues are equal
to CanRsq/(1—CanRsq), whereCanRsq is the corresponding squared canon-
ical correlation. Also displayed for each eigenvalue is the difference from the
next eigenvalue, the proportion of the sum of the eigenvalues, and the cumula-
tive proportion.
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e Test for HO: CanCorrj=0, j>=k , the likelihood ratio for the hypothesis that
the current canonical correlation and all smaller ones are zero in the population

e Approx F based on Rao’s approximation to the distribution of the likelihood
ratio

e Num DF andDen DF (numerator and denominator degrees of freedom) and
Pr > F (probability level) associated with the statistic

File Edit Analyze Tables Graphs Curves Vars Help

L!J SPECIES : SEPALLEN SEPALHID PETALLEN PETALWID

Canonical Correlations

CanCovy Adj. CanCorr : Approx Std. Evvor CanRsq

9.984821 0.384508 0.002468 0.369872
0.471137 0.461445 0.063734 0.222027

Eigenvalues

Eigenvalue | Difference : Proportion | Cumulative

32.1313 31.3065 8.3912 6.3912
0.285%4 - 0.0088 1.0000

Test of HO: CanCorrljl=0, j*=K
L. Ratio Approx F | Hum DF Den DF

0.023433 | 139.1453 8 Z280.0000
0.777973 13.7933 3. 145.0000

Figure 40.32. Canonical Correlations Tables

The Correlations (Structure) table includes the correlations between the input
variables and the canonical variables. The scoring coefficients are the coefficients of
the X variables that are used to compute canonical variable scorestiifgroring

Coefs table includes the scoring coefficients of the standardi¢edriables, and

the Raw Scoring Coefs table includes the scoring coefficients of the centeted
variables.
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Figure 40.33 shows tables of correlations betweendthariables and the first two
canonical variables, and the scoring coefficients of the standardizedables.

File Edit Analyze Tahles Graphs

Curves Vars Help

' Correlations {Structurel

Variable Cal

Cx2

SEPALLEN 08.73913
SEPALHID -0.5308
PETALLEN 6.3850
FETALKID 0.3728

0.2176
0.7580
0.0460
0.2223

' Std Scoving Coefs

Variable Cal

Cx2

SEPALLEN ;| -0.686780
SEPALHID ;| -8.668825
PETHLLEN 3.885735
FETALKID 2.142239

0.913358
0.343442
-1.645113
2.164136

Figure 40.33.  Correlations and Scoring Coefficients Tables
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Graphs

You can create a scatter plot matrix and plots corresponding to various multivariate
analyses by setting options in the Output Options dialogs, as shown in Figure 40.5 to
Figure 40.10, or by choosing from tl&raphs menu, as shown in Figure 40.34.

File Edit Analyze Tables Graphs Curves Vars Help

Scatter Plot Matrix
Principal Components...
Component Rotation 0
Canonical Correlations O
Maximum Redundancy...
Canonical Discrimination O

Figure 40.34. Graphs Menu

Scatter Plot Matrix

Scatter plots are displayed for pairs of variables. Withouériables, scatter plots are
displayed as a symmetric matrix containing each pal¥ gériables. With a nominal

Y variable, scatter plots are displayed as a symmetric matrix containing each ¥air of
variables. When both intervl variables and intervaf variables are selected, scatter
plots are displayed as a rectangular matrix Witkiariables as the row variables and
X variables as the column variables.
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Figure 40.35 displays part of a scatter plot matrix with 80% prediction confidence
ellipses.

SAS: Multivariate SASUSER.IRIS

File Edit Analyze Tables Graphs Curves Vars Help

!J Correlation Hatrix

{ SEPALLEN : SEPALHID : PETALLEN : PETALHID
SEPALLEN | 1.0000 | -0.1176 0.8718 0.8179
SEPALKID ] -0.4284 . -0.3661
PETALLEN : - 1.0000 9.9629
PETALMID | ©.8179 | -0.3661 | 0.9629 1.6000
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Figure 40.35.  Scatter Plot Matrix with 80% Prediction Confidence Ellipses

Principal Component Plots

You can use principal component analysis to transformthrariables into a smaller
number of principal components that account for most of the variance of tlaei-

ables. The plots of the first few components can reveal useful information about the
distribution of the data, such as identifying different groups of the data or identifying
observations with extreme values (possible outliers).
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You can request a plot of the first two principal components or the first three principal
components from the Principal Components Options dialog, shown in Figure 40.6, or
from the Graphs menu, shown in Figure 40.34. Seldttincipal Components

from theGraphs menu to display th@€rincipal Component Plots  dialog.

SAS: Principal Component Ana

Figure 40.36.  Principal Component Plots Dialog

In the dialog, you choose a principal component scatter Bloaiter Plot ), a princi-
pal component biplot with standardiz&dvariables Biplot (Std Y) ), or a principal
component biplot with centered variables Biplot (Raw Y) ).

A biplotis a joint display of two sets of variables. The data points are first displayed
in a scatter plot of principal components. With the approximatedariable axes
also displayed in the scatter plot, the data values ofvthariables are graphically
estimated.

TheY variable axes are generated from the regression coefficients ¥fthdables
on the principal components. The lengths of the axes are approximately proportional
to the standard deviations of the variables. A closer parallel betweénaaiable
axis and a principal component axis indicates a higher correlation between the two

variables.

For aY variableY1, theY1 variable value of a data point y in a principal component
biplot is geometrically evaluated as follows:

e A perpendicular is dropped from point y onto tké& axis.
e The distance from the origin to this perpendicular is measured.

e The distance is multiplied by the length of thd axis; this gives an approxi-
mation of theY1 variable value for point y.
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Two sets of variables are used in creating principal component biplots. One set is the
Y variables. Either standardized or cente¥edariables are used, as specified in the
Principal Component Plots dialog, shown in Figure 40.36.

The other set is the principal component variables. These variables have variances
either equal to one or equal to corresponding eigenvalues. You specify the principal
component variable variance in the Multivariate Method Options dialog, shown in
Figure 40.3.

T Note: A biplot with principal component variable variances equal to one is called a
GH'’ biplot, and a biplot with principal component variable variances equal to corre-
sponding eigenvalues is called’ biplot.

A biplot is a useful tool for examining data patterns and outliers. Figure 40.37 shows
a biplot of the first two principal components from the correlation matrix and a ro-
tating plot of the first three principal components. The biplot shows that the variable
SEPALWID (highlighted axis) has a moderate negative correlation with PCR1 and a
high correlation with PCR2.

SAS: Multivariate SASUSER.IRIS

Edit Analyze Tables Graphs Curves Yars Help

PCR1

|' Principal Component Biplot
S5td Variable | Biplot Axis Ref Line

SEPALLEN
SEPALHID
PETALLEN
PETALWID

Figure 40.37.  Principal Component Plots
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Component Rotation Plots

You can request a plot of the rotated principal components from the Principal Com-
ponents Rotation Options dialog, shown in Figure 40.7, or fromQbmponent
Rotation menu, shown in Figure 40.38.

File Edit Analyze Tables Graphs Curves Vars Help

Scatter Plot Matrix
Principal Components...
Component Rotation 0
Canonical Correlations 0| Scatter Plot
Maximum Redundancy... | Biplot (Std Y)
Canonical Discrimination o| BiPlot (Raw Y)

Figure 40.38. Component Rotation Menu

In the menu, you select a rotated component scatter Skt{er Plot ), a rotated
component biplot with standardizétlvariables Biplot (Std Y) ), or a rotated com-
ponent biplot with centere¥ variables Biplot (Raw Y) ).

In a component rotation plot, the data points are displayed in a scatter plot of rotated
principal components. With the approximatédrariable axes also displayed in the
scatter plot, the data values of tievariables are graphically estimated, as described
previously in the “Principal Component Plots” section.

Figure 40.39 shows a biplot of the rotated first two principal components with stan-
dardizedY variables. The biplot shows that the variaREPALWID (highlighted
axis) has a high correlation witRT2 and that the other thre¥ variables all have
high correlations witlRT1.

| |-
File Edit Analyze Tables Graphs Curves Vars Help
A
2 o '
b .
. '-; . .
R 2, _._'__'._:'il' .
T © - = ] ot
2 1 N HCORARTE A
-1- Elll -
.
-2 - " =t LI Rotated Principal Component Plot
Std Variable : Biplot Axis Ref Line
SEPALLEN ————— | creerasaaas
-2 [} 5 SEPALMID —
PETALLEN
LI RT1 PETALHID ——————————— | sszszsmmams
_,.J I |
I 1

Figure 40.39. Rotated Principal Component Biplots
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Canonical Correlation Plots

You can request pairwise canonical variable plots and a plot of the first two canonical
variables or the first three canonical variables from each variable set from the Canon-
ical Correlation Options dialog, shown in Figure 40.8, or from @raphs menu,
shown in Figure 40.40.

- |Graphs Curves Vars Help I
Scatter Plot Matrix
Principal Components...
Component Rotation 0

Canonical Correlations 0| pairwise Plot 0| 1
Maximum Redundancy... | canonical Plot... | 2
Canonical Discrimination o | 3
All
Other...

Figure 40.40. Canonical Correlations Menu

Figure 40.41 shows scatter plots of the first two pairs of canonical variables. The first
scatter plot shows a high canonical correlatidry§56) between canonical variables
CX1 andCY1 and the second scatter plot shows a low correlatio2005) between

CX2 andCY2.

SAS: Multivariate SASUSER.FIT

Figure 40.41. Canonical Correlation Pairwise Plots
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SelectCanonical Plot from theCanonical Correlations menu in Figure 40.40
to display a Canonical Correlation Component Plots dialog.

SAS8: Canonical Correlation An

Figure 40.42.  Canonical Correlation Component Plots Dialog

In the dialog, you choose a canonical correlation component scatterSuattér
Plot), a component biplot with standardiz&dand X variables Biplot (Std Y X) ),
or a component biplot with center&tlandX variables Biplot (Raw Y X) ).

In a canonical correlation component biplot, the data points are displayed in a scatter
plot of canonical correlation components. With the approximatexhd X variable

axes also displayed in the scatter plot, the data values of thied X variables are
graphically estimated, as described previously in the “Principal Component Plots”
section.

Figure 40.43 shows a biplot of the first two canonical variables fromYthari-

able sets with standardized and X variables. The biplot shows that the variables
WEIGHT and WAIST (highlighted axes) have positive correlations with CY1 and
negative correlations with CY2. The other four variables have negative correlations
with CY1 and positive correlations with CY2.
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Figure 40.43. Canonical Correlation Component Biplot
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Maximum Redundancy Plots

You can request a plot of the first two canonical variables or the first three canoni-
cal variables from each variable set from the Maximum Redundancy Options dialog,
shown in Figure 40.9, or from th&raphs menu, shown in Figure 40.34. Select
Maximum Redundancy from the Graphs menu to display a Maximum Redun-
dancy Component Plots dialog.

SAS: Maximum Redundancy Ar

Figure 40.44. Maximum Redundancy Component Plots Dialog

In the dialog, you choose a maximum redundancy component scatteSpkter
Plot), a component biplot with standardiz&dandX variables Biplot (Std Y X) ),
or a component biplot with center&landX variables Biplot (Raw Y X) ).

In a maximum redundancy component biplot, the data points are displayed in a scatter
plot of maximum redundancy components. With the approxim#tedd X variable

axes also displayed in the scatter plot, the data values of tied X variables are
graphically estimated, as described previously in the “Principal Component Plots”
section.

Figure 40.45 shows scatter plots of the first two canonical variables from each set of
variables. The canonical variables in each plot are uncorrelated.
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File Edit Analyze Tables Graphs Curves Vars Help

Figure 40.45. Maximum Redundancy Component Scatter Plots
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Canonical Discrimination Plots

You can request a bar chart for tievariable and a plot of the first two canonical
variables or the first three canonical variables from the canonical discriminant options
dialog, shown in Figure 40.10, or from ti&aphs menu, shown in Figure 40.46.

File Edit Analyze Tables Graphs Curves Vars Help

Scatter Plot Matrix
Principal Components...
Component Rotation 0
Canonical Correlations 0
Maximum Redundancy...
Canonical Discrimination 0| v \/ar Bar Chart

Component Plot...

Figure 40.46. Canonical Discrimination Menu

Figure 40.47 shows a bar chart for the variaBRECIES.

SAS: Multivariate SASUSER.IRIS

VERSICOLDR VIRGINICA
SPECIES

Figure 40.47. Y Var Bar Chart

SelectComponent Plot from theCanonical Discriminant menu in Figure 40.48
to display a Canonical Discriminant Component Plots dialog.

691
SAS OnlineDocl]: Version 8



Part 3. Introduction

SAS: Canonical Discriminant A

Figure 40.48. Canonical Discriminant Component Plots Dialog

In the dialog, you choose a canonical discriminant component scatterSaat-(
ter Plot ), a component biplot with standardizedvariables Biplot (Std X) ), or a
component biplot with centered variables Biplot (Raw X) ).

In a canonical discriminant component biplot, the data points are displayed in a scat-
ter plot of canonical discriminant components. With the approximatedriable

axes also displayed in the scatter plot, the data values of treiables are graphi-
cally estimated, as described previously in the “Principal Component Plots” section.

Figure 40.49 shows a biplot of the first two canonical variables fromxXheari-

able set with centerel variables. The biplot shows that the variable SEPALWID
(highlighted axis) has a moderate negative correlation with CX1 and the other three
variables have high correlation with CX1.

1 Note: Use caution when evaluating distances in the biplot when the axes do not have
comparable scales.
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File Edit Analyze Tables Graphs Curves Vars Help

li Canonical Score Biplot
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Figure 40.49. Canonical Discrimination Component Plot
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Confidence Ellipses

SAS/INSIGHT software provides two types of confidence ellipses for pairs of anal-
ysis variables. One is a confidence ellipse for the population mean, and the other is
a confidence ellipse for prediction. A confidence ellipse for the population mean is
displayed with dashed lines, and a confidence ellipse for prediction is displayed with
dotted lines.

Using these confidence ellipses assumes that each pair of variables has a bivariate
normal distribution. Le# andS be the sample mean and the unbiased estimate of the
covariance matrix of a random sample of sizéom a bivariate normal distribution

with meany and covariance matrix.

The variableZ — y is distributed as a bivariate normal variate with mean 0 and co-
variancen~! X, and it is independent @. The confidence ellipse fqr is based on
Hotelling’s T2 statistic:

T = n(Z — p)'S™(Z — p)
A 100(1 — )% confidence ellipse fot is defined by the equation

@S H(E ) = A Fapa(i )

whereFs,, 2(1 — «) is the (1 — «) critical value of anF' variate with degrees of
freedom 2 anch — 2.

A confidence ellipse for prediction is a confidence region for predicting a new obser-
vation in the population. It also approximates a region containing a specified percent-
age of the population.

ConsiderZ as a bivariate random variable for a new observation. The varfabl&
is distributed as a bivariate normal variate with mean 0 and covaridne¢el /n)X,
and it is independent @&.

A 100(1 — a)% confidence ellipse for prediction is then given by the equation

= _—:2(n+1)(n—1)
(Z —Z)S™Y(Z - Z) e

F2,n—2(]- — O£)

The family of ellipses generated by differefitcritical values has a common center
(the sample mean) and common major and minor axes.

The ellipses graphically indicate the correlation between two variables. When the
variable axes are standardized (by dividing the variables by their respective standard
deviations), the ratio of the two axis lengths (in Euclidean distances) reflects the
magnitude of the correlation between the two variables. A ratio of 1 between the
major and minor axes corresponds to a circular confidence contour and indicates that
the variables are uncorrelated. A larger value of the ratio indicates a larger positive
or negative correlation between the variables.
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Scatter Plot Confidence Ellipses

You can generate confidence ellipses by setting the options in the multivariate output
options dialog, shown in Figure 40.5, or by choosing fromGheves menu, shown
in Figure 40.50.

- 'Curves Vars Help

Scatter Plot Conf. Ellipse 0| Mean: 99%

Canonical Discrim. Conf. Ellipse © 95%
90%
80%
50%
Other...

Prediction: 99%
95%
90%
80%
50%
Other...

Figure 40.50. Curves Menu

Only 80% prediction confidence ellipses can be selected in the multivariate output
options dialog. You must use tii&urves menu to display mean confidence ellipses.
You can use the confidence coefficient slider in @@nfidence Ellipses table to
change the coefficient for these ellipses.

Figure 40.35 displays part of a scatter plot matrix with 80% prediction confidence
ellipses and theCorrelation Matrix table with corresponding correlations high-
lighted. The ellipses graphically show a small negative correlatiei1(176) be-
tween variablesSSEPALLEN and SEPALWID, a moderate negative correlation
(—0.4284) between variableSEPALWID andPETALLEN, and a large positive cor-
relation (.8718) between variableSEPALLEN andPETALLEN .

T Note: The confidence ellipses displayed in this illustration may not be appropriate
since none of the scatter plots suggest bivariate normality.
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Canonical Discriminant Confidence Ellipses

You can also generate class-specific confidence ellipses for the first two canonical
components in canonical discriminant analysis by setting the options in the Canon-
ical Discriminant Options dialog, shown in Figure 40.10, or by choosing from the

predeedingCurves menu.

Figure 40.51 displays a scatter plot of the first two canonical components with class-
specific 80% prediction confidence ellipses. The figure shows that the first canonical
variableCX1 has most of the discriminntory power between the two canonical vari-

ables.

File Edit Analyze

SAS: Multivariate SASUSER.IRIS
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Figure 40.51.
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Output Variables

You can save component scores from principal component analysis, component ro-
tation, canonical correlation analysis, maximum redundancy analysis, and canonical
discriminant analysis in the data window for use in subsequent analyses. For compo-
nent rotation, the number of component output variables is the number of components
rotated, as specified in Figure 40.4. For other analyses, you specify the number of
component output variables in the Output Options dialogs, shown in Figure 40.6 to
Figure 40.10, or from th&ars menu, shown in Figure 40.52. For component rota-
tion, you specify the number of output rotated components in the Rotation Options
dialog, shown in Figure 40.4.

--- Curves Vars ﬂelpl

Principal Components 0
Component Rotation
Canonical Correlations 0
Maximum Redundancy 0| af
Canonical Discrimination 0| Other...

P

w N -

Figure 40.52.  Vars Menu

Selectingl, 2, or 3 gives you 1, 2, or 3 componentéll gives you all components.
Selecting0 in the component options dialogs suppresses the output variables in the
corresponding analysis. Selecti@gher in theVars menu displays the dialog shown

in Figure 40.53. You specify the number of components you want to save in the
dialog.

SAS: Principal Component Analysis

T e

Figure 40.53.  Output Components Dialog
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Principal Components

For principal components from a covariance matrix, the names of the variables con-
taining principal component scores &#€V1, PCV2, PCV3, and so on. The output
component scores are a linear combination of the centéredriables with coeffi-
cients equal to the eigenvectors of the covariance matrix.

For principal components from a correlation matrix, the names of the variables con-
taining principal component scores &#€R1, PCR2, PCR3, and so on. The output
component scores are a linear combination of the standardizediables with co-
efficients equal to the eigenvectors of the correlation matrix.

If you specify Variance=Eigenvalues in the multivariate method options dialog,

the new variables of principal component scores have mean zero and variance equal
to the associated eigenvalues. If you spedfriance=1, the new variables have
variance equal to one.

Principal Component Rotation

The names of the variables containing rotated principal component scored are
RT2, RT3, and so on. The new variables of rotated principal component scores have
mean zero and variance equal to one.

Canonical Variables

The names of the variables containing canonical component scor€yareCY?2,

CY3, and so on, from th& variable list, andCX1, CX2, CX3, from theX variable

list. The new variables of canonical component scores have mean zero and variance
equal to one.

Maximum Redundancy

The names of the variables containing maximum redundancy scor&yarerY?2,

RY3, and so on, from th& variable list, andRX1, RX2, RX3, from theX variable

list. The new variables of maximum redundancy scores have mean zero and variance
equal to one.

Canonical Discriminant

The names of the variables containing canonical component scor&€XareCXx2,

CX3, and so on. If you specif§gtd Pooled Variance in the multivariate method
options dialog, the new variables of canonical component scores have mean zero and
pooled within-class variance equal to one. If you spe8ifgt Total Variance , the

new variables have total-sample variance equal to one.
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Weighted Analyses

When the observations are independently distributed with a common mean and un-
equal variances, a weighted analysis may be appropriate. The individual weights are
the values of th&Veight variable you specify.

The following statistics are modified to incorporate the observation weights:

e Mean Yuwr Xw

e SSCP Uyy, Uye, Ugs
e (CSSCP Cyy, Cye, Coz
e COV Syy: Sye, Sza
¢ CORR Ryy, Ryz, Ras

The formulas for these weighted statistics are given in the “Method” section earlier
in this chapter. The resulting weighted statistics are used in the multivariate analyses.

699
SAS OnlineDocl]: Version 8



Part 3. Introduction

References

Cooley, W.W. and Lohnes, P.R. (197 Multivariate Data AnalysisNew York: John
Wiley & Sons, Inc.

Dillon, W.R. and Goldstein, M. (1984 Multivariate Analysis New York: John Wiley
& Sons, Inc.

Fisher, R.A. (1936), “The Use of Multiple Measurements in Taxonomic Problems,”
Annals of Eugenics/, 179-188.

Gabriel, K.R. (1971), “The Biplot Graphical Display of Matrices with Application to
Principal Component AnalysisBiometrikg 58, 453-467.

Gnanadesikan, R. (199Methods for Statistical Data Analysis of Multivariate Obser-
vations Second Edition, New York: John Wiley & Sons, Inc.

Gower, J.C. and Hand, D.J. (1998)plots New York: Chapman and Hall.

Hotelling, H. (1933), “Analysis of a Complex of Statistical Variables into Principal
Components,Journal of Educational Psychologg24, 417-441, 498-520.

Hotelling, H. (1935), “The Most Predictable CriterionJournal of Educational Psy-
chology 26, 139-142.

Hotelling, H. (1936), “Relations Between Two Sets of VariableBjbmetrikg 28,
321-377.

Jobson, J.D. (1992Applied Multivariate Data Analysis, Vol 2: Categorical and Mul-
tivariate MethodsNew York: Springer-Verlag.

Kaiser, H.F. (1958), “The Varimax Criterion of Analytic Rotation in Factor Analysis,”
Psychometrika23, 187-200.

Krzanowski, W.J. (1988)Principles of Multivariate Analysis: A User’s Perspective
New York: Oxford University Press.

Kshirsagar, A.M. (1972)Multivariate AnalysisNew York: Marcel Dekker, Inc.

Mardia, K.V., Kent, J.T., and Bibby, J.M. (1979ultivariate Analysis New York:
Academic Press.

Morrison, D.F. (1976)Multivariate Statistical MethodsSecond Edition, New York:
McGraw-Hill Book Co.

Pearson, K. (1901), “On Lines and Planes of Closest Fit to Systems of Points in Space,”
Philosophical Magazines(2), 559-572.

Pringle, R.M. and Raynor, A.A. (1971(eneralized Inverse Matrices with Applications
to Statistics New York: Hafner Publishing Co.

Rao, C.R. (1964), “The Use and Interpretation of Principal Component Analysis in
Applied Research,Sankhya A26, 329-358.

Rao, C.R. (1973).inear Statistical InferenceNew York: John Wiley & Sons, Inc.

700
SAS OnlineDocll : Version 8



Chapter 40. References

Stewart, D.K. and Love, W.A. (1968), “A General Canonical Correlation IndEesy-
chological Bulletin 70, 160-163.

van den Wollenberg, A.L. (1977), “Redundancy Analysis—An Alternative to Canonical
Correlation Analysis, Psychometrika42, 207-219.

701
SAS OnlineDocl]: Version 8



The correct bibliographic citation for this manual is as follows: SAS Institute Inc., SAS/
INSIGHT User’s Guide, Version 8, Cary, NC: SAS Institute Inc., 1999. 752 pp.
SAS/INSIGHT User’s Guide, Version 8

Copyright © 1999 by SAS Institute Inc., Cary, NC, USA.

ISBN 1-58025-490-X

All rights reserved. Printed in the United States of America. No part of this publication
may be reproduced, stored in a retrieval system, or transmitted, in any form or by any
means, electronic, mechanical, photocopying, or otherwise, without the prior written
permission of the publisher, SAS Institute Inc.

U.S. Government Restricted Rights Notice. Use, duplication, or disclosure of the
software by the government is subject to restrictions as set forth in FAR 52.227-19
Commercial Computer Software-Restricted Rights (June 1987).

SAS Institute Inc., SAS Campus Drive, Cary, North Carolina 27513.

1st printing, October 1999

SAS® and all other SAS Institute Inc. product or service names are registered trademarks

or trademarks of SAS Institute Inc. in the USA and other countries.® indicates USA
registration.

Other brand and product names are registered trademarks or trademarks of their
respective companies.

The Institute is a private company devoted to the support and further development of its
software and related services.



