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Overview
This chapter reviews the SAS/STAT software procedures that are used for analysis
of variance: GLM, ANOVA, CATMOD, MIXED, NESTED, NPAR1WAY, TRAN-
SREG, TTEST, and VARCOMP. Also discussed are SAS/STAT and SAS/QC soft-
ware procedures for constructing analysis of variance designs: PLAN, FACTEX, and
OPTEX.

The flagship analysis-of-variance procedure is the GLM procedure, which handles
most standard problems. The following are descriptions of PROC GLM and other
procedures that are used for more specialized situations:

ANOVA performs analysis of variance, multivariate analysis of variance,
and repeated measures analysis of variance forbalanceddesigns.
PROC ANOVA also performs several multiple comparison tests.

CATMOD fits linear models and performs analysis of variance and repeated
measures analysis of variance for categorical responses.

GENMOD fits generalized linear models and performs analysis of variance in
the generalized linear models framework. The methods are partic-
ularly suited for discrete response outcomes.

GLM performs analysis of variance, regression, analysis of covariance,
repeated measures analysis, and multivariate analysis of variance.
PROC GLM produces several diagnostic measures, performs tests
for random effects, provides contrasts and estimates for customized
hypothesis tests, performs several multiple comparison tests, and
provides tests for means adjusted for covariates.

MIXED performs mixed-model analysis of variance and repeated measures
analysis of variance via covariance structure modeling. Using
likelihood-based or method-of-moment estimates, PROC MIXED
constructs statistical tests and intervals, allows customized con-
trasts and estimates, and computes empirical Bayes predictions.

NESTED performs analysis of variance and analysis of covariance for purely
nested random models.

NPAR1WAY performs nonparametric one-way analysis of rank scores.

TTEST compares the means of two groups of observations.

TRANSREG fits univariate and multivariate linear models, optionally with
spline and other nonlinear transformations.

VARCOMP estimates variance components for random or mixed models.
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The following section presents an overview of some of the fundamental features of
analysis of variance. Subsequent sections describe how this analysis is performed
with procedures in SAS/STAT software. For more detail, see the chapters for the
individual procedures. Additional sources are described in the “References” section
on page 61.

Statistical Details for Analysis of Variance

Definitions

Analysis of variance(ANOVA) is a technique for analyzing experimental data in
which one or moreresponse(or dependentor simply Y) variables are measured un-
der various conditions identified by one or more classification variables. The com-
binations of levels for the classification variables form the cells of the experimental
design for the data. For example, an experiment may measure weight change (the
dependent variable) for men and women who participated in three different weight-
loss programs. The six cells of the design are formed by the six combinations of sex
(men, women) and program (A, B, C).

In an analysis of variance, the variation in the response is separated into variation at-
tributable to differences between the classification variables and variation attributable
to random error. An analysis of variance constructs tests to determine the significance
of the classification effects. A typical goal in an analysis of variance is to compare
means of the response variable for various combinations of the classification vari-
ables.

An analysis of variance may be written as a linear model. Analysis of variance pro-
cedures in SAS/STAT software use the model to predict the response for each ob-
servation. The difference between the actual and predicted response is theresidual
error. Most of the procedures fit model parameters that minimize the sum of squares
of residual errors. Thus, the method is calledleast squares regression. The variance
due to the random error,�2, is estimated by the mean squared error (MSE ors

2).

Fixed and Random Effects
The explanatory classification variables in an ANOVA design may represent fixed or
random effects. The levels of a classification variable for a fixed effect give all the
levels of interest, while the levels of a classification variable for a random effect are
typically a subset of levels selected from a population of levels. The following are
examples.

� In a large drug trial, the levels that correspond to types of drugs are usually con-
sidered to comprise a fixed effect, but the levels corresponding to the various
clinics where the drugs are administered comprise a random effect.

� In agricultural experiments, it is common to declare locations (or plots) as ran-
dom because the levels are chosen randomly from a large population of loca-
tions and you assume fertility to vary normally across locations.
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General Linear Models � 55

� In repeated-measures experiments with people or animals as subjects, subjects
are declared random because they are selected from the larger population to
which you want to generalize.

A typical assumption is that random effects have values drawn from a normally dis-
tributed random process with mean zero and common variance. Effects are declared
random when the levels are randomly selected from a large population of possible
levels. Inferences are made using only a few levels but can be generalized across the
whole population of random effects levels.

The consequence of having random effects in your model is that some observations
are no longer uncorrelated but instead have a covariance that depends on the variance
of the random effect. In fact, a more general approach to random effect models is to
model the covariance between observations.

Tests of Effects

Analysis of variance tests are constructed by comparing independent mean squares.
To test a particular null hypothesis, you compute the ratio of two mean squares that
have the same expected value under that hypothesis; if the ratio is much larger than 1,
then that constitutes significant evidence against the null. In particular, in an analysis-
of-variance model with fixed effects only, the expected value of each mean square has
two components: quadratic functions of fixed parameters and random variation. For
example, for a fixed effect called A, the expected value of its mean square is

E(MS(A)) = Q(�) + �2e

Under the null hypothesis of no A effect, the fixed portion Q(�) of the expected
mean square is zero. This mean square is then compared to another mean square, say
MS(E), that is independent of the first and has expected value�2e . The ratio of the
two mean squares

F =
MS(A)
MS(E)

has theF distribution under the null hypothesis. When the null hypothesis is false, the
numerator term has a larger expected value, but the expected value of the denominator
remains the same. Thus, largeF values lead to rejection of the null hypothesis. The
probability of getting anF value at least as large as the one observed given that the
null hypothesis is true is called thesignificance probability value(or thep-value).
A p-value of less than 0.05, for example, indicates that data withno real A effect
will yield F values as large as the one observed less than 5% of the time. This is
usually considered moderate evidence that thereis a real A effect. Smallerp-values
constitute even stronger evidence. Largerp-values indicate that the effect of interest
is less than random noise. In this case, you can conclude either that there is no effect
at all or that you do not have enough data to detect the differences being tested.
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General Linear Models

An analysis-of-variance model can be written as a linear model, which is an equation
that predicts the response as a linear function of parameters and design variables. In
general,

yi = �0x0i + �1x1i + � � �+ �kxki + �i i = 1; 2; : : : ; n

whereyi is the response for theith observation,�k are unknown parameters to be
estimated, andxij are design variables. Design variables for analysis of variance are
indicator variables; that is, they are always either0 or 1.

The simplest model is to fit a single mean to all observations. In this case there is
only one parameter,�0, and one design variable,x0i, which always has the value of
1:

yi = �0x0i + �i

= �0 + �i

The least-squares estimator of�0 is the mean of theyi. This simple model underlies
all more complex models, and all larger models are compared to this simple mean
model. In writing the parameterization of a linear model,�0 is usually referred to as
the intercept.

A one-way model is written by introducing an indicator variable for each level of the
classification variable. Suppose that a variable A has four levels, with two observa-
tions per level. The indicator variables are created as follows:

Intercept A1 A2 A3 A4
1 1 0 0 0
1 1 0 0 0
1 0 1 0 0
1 0 1 0 0
1 0 0 1 0
1 0 0 1 0
1 0 0 0 1
1 0 0 0 1

The linear model for this example is

yi = �0 + �1A1i + �2A2i + �3A3i + �4A4i

To construct crossed and nested effects, you can simply multiply out all combinations
of the main-effect columns. This is described in detail in “Specification of Effects”
in Chapter 30, “The GLM Procedure.”
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Linear Hypotheses

When models are expressed in the framework of linear models, hypothesis tests are
expressed in terms of a linear function of the parameters. For example, you may want
to test that�2 � �3 = 0. In general, the coefficients for linear hypotheses are some
set ofLs:

H0:L0�0 + L1�1 + � � �+ Lk�k = 0

Several of these linear functions can be combined to make one joint test. These tests
can be expressed in one matrix equation:

H0:L� = 0

For each linear hypothesis, a sum of squares (SS) due to that hypothesis can be con-
structed. These sums of squares can be calculated either as a quadratic form of the
estimates

SS(L� = 0) = (Lb)0(L(X0
X)�L0)�1(Lb)

or, equivalently, as the increase in sums of squares for error (SSE) for the model
constrained by the null hypothesis

SS(L� = 0) = SSE(constrained)� SSE(full)

This SS is then divided by appropriate degrees of freedom and used as a numerator
of anF statistic.

Analysis of Variance for Fixed Effect Models

PROC GLM for General Linear Models

The GLM procedure is the flagship tool for analysis of variance in SAS/STAT soft-
ware. It performs analysis of variance by using least squares regression to fit gen-
eral linear models, as described in the section “General Linear Models” on page 55.
Among the statistical methods available in PROC GLM are regression, analysis of
variance, analysis of covariance, multivariate analysis of variance, and partial corre-
lation.

While PROC GLM can handle most common analysis of variance problems, other
procedures are more efficient or have more features than PROC GLM for certain
specialized analyses, or they can handle specialized models that PROC GLM cannot.
Much of the rest of this chapter is concerned with comparing PROC GLM to other
procedures.
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PROC ANOVA for Balanced Designs

When you design an experiment, you choose how many experimental units to assign
to each combination of levels (or cells) in the classification. In order to achieve good
statistical properties and simplify the computations, you typically attempt to assign
the same number of units to every cell in the design. Such designs are calledbalanced
designs.

In SAS/STAT software, you can use the ANOVA procedure to perform analysis of
variance for balanced data. The ANOVA procedure performs computations for anal-
ysis of variance that assume the balanced nature of the data. These computations are
simpler and more efficient than the corresponding general computations performed
by PROC GLM. Note that PROC ANOVA can be applied to certain designs that are
not balanced in the strict sense of equal numbers of observations for all cells. These
additional designs include all one-way models, regardless of how unbalanced the cell
counts are, as well as Latin squares, which do not have data in all cells. In general,
however, the ANOVA procedure is recommended only for balanced data.If you use
ANOVA to analyze a design that is not balanced, you must assume responsibil-
ity for the validity of the output. You are responsible for recognizing incorrect
results, which may include negative values reported for the sums of squares. If you
are not certain that your data fit into a balanced design, then you probably need the
framework of general linear models in the GLM procedure.

Comparing Group Means with PROC ANOVA and PROC GLM

When you have more than two means to compare, anF test in PROC ANOVA or
PROC GLM tells you whether the means are significantly different from each other,
but it does not tell you which means differ from which other means.

If you have specific comparisons in mind, you can use the CONTRAST statement in
PROC GLM to make these comparisons. However, if you make many comparisons
using some given significance level (0:05, for example), you are more likely to make
a type 1 error (incorrectly rejecting a hypothesis that the means are equal) simply
because you have more chances to make the error.

Multiple comparison methods give you more detailed information about the differ-
ences among the means and enables you to control error rates for a multitude of com-
parisons. A variety of multiple comparison methods are available with the MEANS
statement in both the ANOVA and GLM procedures, as well as the LSMEANS state-
ment in PROC GLM. These are described in detail in “Multiple Comparisons” in
Chapter 30, “The GLM Procedure.”

PROC TTEST for Comparing Two Groups

If you want to perform an analysis of variance and have only one classification vari-
able with two levels, you can use PROC TTEST. In this special case, the results gen-
erated by PROC TTEST are equivalent to the results generated by PROC ANOVA or
PROC GLM.
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In addition to testing for differences between two groups, PROC TTEST performs a
test for unequal variances. You can use PROC TTEST with balanced or unbalanced
groups. The PROC NPAR1WAY procedure performs nonparametric analogues tot

tests. See Chapter 13, “Introduction to Nonparametric Analysis,” for an overview
and Chapter 47 for details on PROC NPAR1WAY.

Analysis of Variance for Mixed and Random Ef-
fect Models

Just as PROC GLM is the flagship procedure for fixed-effect linear models, the
MIXED procedure is the flagship procedure for random- and mixed-effect linear
models. PROC MIXED fits a variety of mixed linear models to data and enables you
to use these fitted models to make statistical inferences about the data. The default fit-
ting method maximizes the restricted likelihood of the data under the assumption that
the data are normally distributed and any missing data are missing at random. This
general framework accommodates many common correlated-data methods, including
variance component models and repeated measures analyses.

A few other procedures in SAS/STAT software offer limited mixed-linear-model ca-
pabilities. PROC GLM fits some random-effects and repeated-measures models, al-
though its methods are based on method-of-moments estimation and a portion of the
output applies only to the fixed-effects model. PROC NESTED fits special nested
designs and may be useful for large data sets because of its customized algorithms.
PROC VARCOMP estimates variance components models, but all of its methods are
now available in PROC MIXED. PROC LATTICE fits special balanced lattice de-
signs, but, again, the same models are available in PROC MIXED. In general, PROC
MIXED is recommended for nearly all of your linear mixed-model applications.

PROC NLMIXED handles models in which the fixed or random effects enter non-
linearly. It requires that you specify a conditional distribution of the data given the
random effects, with available distributions including the normal, binomial, and Pois-
son. You can alternatively code your own distribution with SAS programming state-
ments. Under a normality assumption for the random effects, PROC NLMIXED
performs maximum likelihood estimation via adaptive Gaussian quadrature and a
dual quasi-Newton optimization algorithm. Besides standard maximum likelihood
results, you can obtain empirical Bayes predictions of the random effects and es-
timates of arbitrary functions of the parameters with delta-method standard errors.
PROC NLMIXED has a wide variety of applications, two of the most common being
nonlinear growth curves and overdispersed binomial data.

Analysis of Variance for Categorical Data and
Generalized Linear Models

A categorical variableis defined as one that can assume only a limited number of
values. For example, a person’s sex is a categorical variable that can assume one of
two values. Variables with levels that simply name a group are said to be measured on
a nominal scale. Categorical variables can also be measured using anordinal scale,
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which means that the levels of the variable are ordered in some way. For example,
responses to an opinion poll are usually measured on an ordinal scale, with levels
ranging from “strongly disagree” to “no opinion” to “strongly agree.”

For two categorical variables, one measured on an ordinal scale and one measured on
a nominal scale, you may assign scores to the levels of the ordinal variable and test
whether the mean scores for the different levels of the nominal variable are signifi-
cantly different. This process is analogous to performing an analysis of variance on
continuous data, which can be performed by PROC CATMOD. If there aren nominal
variables, rather than1, then PROC CATMOD can do ann-way analysis of variance
of the mean scores.

For two categorical variables measured on a nominal scale, you can test whether the
distribution of the first variable is significantly different for the levels of the second
variable. This process is an analysis of variance of proportions, rather than means,
and can be performed by PROC CATMOD. The correspondingn-way analysis of
variance can also be performed by PROC CATMOD.

See Chapter 5, “Introduction to Categorical Data Analysis Procedures,” and Chap-
ter 22, “The CATMOD Procedure,” for more information.

GENMOD uses maximum likelihood estimation to fit generalized linear models. This
family includes models for categorical data such as logistic, probit, and complemen-
tary log-log regression for binomial data and Poisson regression for count data, as
well as continuous models such as ordinary linear regression, gamma and inverse
Gaussian regression models. GENMOD performs analysis of variance through like-
lihood ratio and Wald tests of fixed effects in generalized linear models, and provides
contrasts and estimates for customized hypothesis tests. It performs analysis of re-
peated measures data with generalized estimating equation (GEE) methods.

See Chapter 5, “Introduction to Categorical Data Analysis Procedures,” and Chap-
ter 29, “The GENMOD Procedure,” for more information.

Nonparametric Analysis of Variance

Analysis of variance is sensitive to the distribution of the error term. If the error term
is not normally distributed, the statistics based on normality can be misleading. The
traditional test statistics are calledparametric testsbecause they depend on the spec-
ification of a certain probability distribution except for a set of free parameters. Para-
metric tests are said to depend on distributional assumptions. Nonparametric methods
perform the tests without making any strict distributional assumptions. Even if the
data are distributed normally, nonparametric methods are often almost as powerful as
parametric methods.

Most nonparametric methods are based on taking the ranks of a variable and ana-
lyzing these ranks (or transformations of them) instead of the original values. The
NPAR1WAY procedure performs a nonparametric one-way analysis of variance.
Other nonparametric tests can be performed by taking ranks of the data (using
the RANK procedure) and using a regular parametric procedure (such as GLM or
ANOVA) to perform the analysis. Some of these techniques are outlined in the de-
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scription of PROC RANK in theSAS Procedures Guideand in Conover and Iman
(1981).

Constructing Analysis of Variance Designs

Analysis of variance is most often used for data from designed experiments. You
can use the PLAN procedure to construct designs for many experiments. For exam-
ple, PROC PLAN constructs designs for completely randomized experiments, ran-
domized blocks, Latin squares, factorial experiments, and balanced incomplete block
designs.

Randomization, or randomly assigning experimental units to cells in a design and
to treatments within a cell, is another important aspect of experimental design. For
either a new or an existing design, you can use PROC PLAN to randomize the exper-
imental plan.

Additional features for design of experiments are available in SAS/QC software. The
FACTEX and OPTEX procedures can construct a wide variety of designs, including
factorials, fractional factorials, and D-optimal or A-optimal designs. These proce-
dures, as well as the ADX Interface, provide features for randomizing and replicating
designs; saving the design in an output data set; and interactively changing the de-
sign by changing its size, use of blocking, or the search strategies used. For more
information, seeSAS/QC Software: Reference.
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